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Key message

Large network of DERs
◼ Real-time optimization at scale

◼ Computational challenge: power flow solution

Online optimization [feedback control]

◼ Network computes power flow solutions in real 
time at scale for free

◼ Exploit it for our optimization/control

◼ Naturally adapts to evolving network conditions

Examples
◼ Slow timescale: OPF

◼ Fast timescale: frequency control



Outline

Background: smart grid

Online OPF
◼ Optimal power flow & relaxations

◼ Online algorithm

◼ Analysis and simulations

Load-side frequency control
◼ Dynamic model & design approach

◼ Distributed online algorithm

◼ Analysis and simulations

Zhao, Topcu, Li, L, TAC 2014

Mallada, Zhao, L, Allerton 2014

Zhao et al: CDC 2014, CISS 2015, PSCC 2016

Gan & L, JSAC 2016



Mallada (JHU) Li (Harvard) Topcu (Austin) Zhao

Dynamics

Bose (UIUC) Chandy Farivar Gan (FB) Lavaei (UCB)

Gan (FB)

Semidefinite

relaxations

of OPF

Online OPF

Dvijotham Tang



Watershed moment

Bell: telephone

1876

Tesla: multi-phase AC

1888 Both started as natural monopolies

Both provided a single commodity

Both grew rapidly through two WWs 1980-90s

1980-90s

Deregulation

started

Deregulation

started

Power network will undergo similar architectural

transformation that phone network went through

in the last two decades

IoT

1969:

DARPAnet

Internet



Advances in power electronics

Deployment of sensing, control, comm

Four drivers

Proliferation of renewables

Electrification of transportation
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Area to power the world by solar



network of 
billions of active

distributed energy 
resources (DERs)

DER: PV, wind tb, EV, storage, smart bldg / appl

Solar power over land: 

> 20x world energy demand



ligence

everywhere

connected



Risk: active DERs introduce rapid random

fluctuations in supply, demand, power quality

increasing risk of blackouts

Opportunity: active DERs enables realtime

dynamic network-wide feedback control,

improving robustness, security, efficiency

Caltech research: distributed control of networked DERs  

• Foundational  theory, practical algorithms, concrete 

applications

• Integrate engineering and economics

• Active collaboration with industry



Recap

Global energy demand will continue to grow

Traditional supply is unsustainable

There is more renewable energy than the world ever 
needs

◼ Someone will figure out how to capture and store it

There will be connected intelligence everywhere

◼ Cost of computing, storage, communication and 
manufacturing will continue to drop

➔ Power system will transform into the largest and 
most complex Internet of Things 

◼ Generation, transmission, distribution, consumption, 
storage



Recap

To develop technologies that will enable and guide 
the historic transformation of our power system

◼ Generation, transmission, distribution, consumption, 
storage

◼ Devices, systems, theory, algorithms

◼ Control, optimization, stochastics, data, economics



Outline

Background: smart grid

Online OPF
◼ Optimal power flow & relaxations

◼ Online algorithm

◼ Analysis and simulations

Load-side frequency control
◼ Dynamic model & design approach

◼ Distributed online algorithm

◼ Analysis and simulations

Zhao, Topcu, Li, L, TAC 2014

Mallada, Zhao, L, Allerton 2014

Zhao et al: CDC 2014, CISS 2015, PSCC 2016

Gan & L, JSAC 2016



Optimal power flow (OPF)

OPF is solved routinely for

◼ network control & optimization decisions

◼ market operations & pricing

◼ at timescales of mins, hours, days, …

Non-convex and hard to solve

◼ Huge literature since 1962

◼ Common practice: DC power flow (LP)

◼ Also: Newton-Raphson, interior point, …

min  c(x)    s. t.    F(x) = 0,  x £ x



Optimal power flow (OPF)

OPF underlies many applications

◼ Unit commitment, economic dispatch

◼ State estimation

◼ Contingency analysis

◼ Feeder reconfiguration, topology control

◼ Placement and sizing of capacitors, storage

◼ Volt/var control in distribution systems

◼ Demand response, load control

◼ Electric vehicle charging 

◼ Market power analysis

◼ …



Branch flow model 

j k

s j

zij = yij
-1

directed graph G

vi

ℓ ij,Sij( )

Sij := Pij,  Qij( )
si := pi,  qi( )

vi := Vi
2
,   ℓ ij := Iij

2



Branch flow model

Branch flow model

S jk
j®k

å = Sij - zij ij( )
i® j

å + s j

vi - v j = 2 Re zij
HSij( ) - zij

2

ij

   vi ij = Sij
2

x := (s,v,S, ℓ) ÎR3(m+n+1)

  =  (p,q,v,P,Q, ℓ )

def of power

“Ohm’s law”

power balance



Branch flow model

Branch flow model

S jk
j®k

å = Sij - zij ij( )
i® j

å + s j

vi - v j = 2 Re zij
HSij( ) - zij

2

ij

   vi ij = Sij
2

x := (s,v,S, ℓ) ÎR3(m+n+1)

  =  (p,q,v,P,Q, ℓ )

DistFlow equations (radial nk) 

Baran & Wu, 1989
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Branch flow model

Branch flow model

S jk
j®k

å = Sij - zij ij( )
i® j

å + s j

vi - v j = 2 Re zij
HSij( ) - zij

2

ij

   vi ij = Sij
2

+  cycle condition on 

x := (s,v,S, ℓ) ÎR3(m+n+1)



SOCP relaxation

Branch flow model

S jk
j®k

å = Sij - zij ij( )
i® j

å + s j

vi - v j = 2 Re zij
HSij( ) - zij

2

ij

   vi ij ³ Sij
2

x := (s,v,S, ℓ) ÎR3(m+n+1)



min      f x( )

over    x := (s,v, ℓ,S)

s. t.     s j £ s j £ s j        v j £ v j £ v j

nonconvex

Optimal power flow (OPF)

power flow equations



min      f x( )

over    x := (s,v, ℓ,S)

s. t.     s j £ s j £ s j        v j £ v j £ v j

nonconvex

Optimal power flow (OPF)

power flow equations

SOCP relaxation



SOCP relaxation of OPF

OPF:    min
xÎX

 f x( )

SOCP:    min
xÎX+

 f x( )



SOCP relaxation of OPF

OPF:    min
xÎX

 f x( )

SOCP:    min
xÎX+

 f x( )

Theorem: SOCO is exact for tree networks if

1. Not both real & reactive power are both lower & upper 

bounded at each end of a line; or

2. Voltage upper bounds are not tight

[Farivar et al 2013, Gan et al 2014, Bose et al 2015]



exactness

Convex relaxations of OPF

distributed
OPF

Kim, Baldick 1997

Dall’Anese et al 2012

Lam et al 2012

Kraning et al 2013

Devane, Lestas 2013

Sun et al 2013

Li et al 2013

Peng, Low 2014

moment/SoS,
based

relaxation

Molzahn, Hiskens 2014

Josz et al 2014

Ghaddar et al 2014

multiphase
unbalanced

Dall’Anese et al 2012

Gan, Low 2014

applications

B&B,
rank min,

QC relaxation, 

Phan 2012

Gopalakrishnan 2012

Louca et al 2013

Hijazi et al 2013

ext refs in Low

TCNS 2014

Louca et al 2014

semidefinite
relaxations



SOCP relaxation of OPF

relaxation:    min
xÎX+

 f x( )

But all these algorithms are offline …

… unsuitable for real-time optimization of

network of distributed energy resources

OPF:            min
xÎX

 f x( )



SOCP relaxation of OPF

We will compare our online algorithm to

SOCP relaxation wrt optimality and speed

relaxation:    min
xÎX+

 f x( )

OPF:            min
xÎX

 f x( )



Outline

Background: smart grid

Online OPF
◼ Optimal power flow & relaxations

◼ Online algorithm

◼ Analysis and simulations

Load-side frequency control
◼ Dynamic model & design approach

◼ Distributed online algorithm

◼ Analysis and simulations

Gan & L, JSAC 2016



OPF

F(x, y) = 0 BFM

controllable devices

uncontrollable state



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limits



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limits



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limits

Assume:  
¶F

¶y
¹ 0        Þ       y(x)   over  X



OPF: eliminate y

min
x

   c0(y(x))+ c(x)

s. t.    y(x) £ y

         x Î X  := x £ x £ x{ }



OPF: add barrier

min
x

   c0(y(x))+ c(x)

s. t.    y(x) £ y

         x Î X  := x £ x £ x{ }

min      L(x, y(x);  m)

over     x Î X

L: nonconvex

add barrier function

to remove

operational constraints



Online (feedback) perspective

Network:  power flow solver

    y(t) : F(x(t),  y(t)) = 0

DER : gradient update

x(t+1) = G(x(t),  y(t))

control

x(t)

measurement,

communication

y(t)

Gan & Low JSAC 2016

Dall’Anese & Simonetto 2016 



Online gradient algorithm

x(t +1)  =  x(t)-h
¶L

¶x
(t)

é

ë
ê

ù

û
ú
X

y(t)       =   y(x(t))

gradient projection algorithm:

active control

law of physics

min      L(x, y(x);  m)

over     x Î X

• Explicitly exploits network as power flow solver

• Naturally tracks changing network conditions



Online gradient algorithm

x(t +1)  =  x(t)-h
¶L

¶x
(t)

é

ë
ê

ù

û
ú
X

y(t)       =   y(x(t))

gradient projection algorithm:

active control

law of physics

Results

1. Local optimality

2. Global optimality

3. Suboptimality bound

4. Tracking performance
Gan & L, JSAC 2016

Dvijotham, Tang & L, 2016

min      L(x, y(x);  m)

over     x Î X



Local optimality

◼ x(t) converges to set of local optima

◼ if #local optima is finite, x(t) converges



Global optimality

A := x Î X  :  v(x) £ av + (1-a)v{ }

Assume:  p0(x)  convex over  X

                vk (x)  concave over  X

Theorem

If co{local optima} are in A then

◼ x(t) converges to the set of global optima

◼ x(t) itself converges a global optimum if 

#local optima is finite



Global optimality

Assume:  p0(x)  convex over  X

                vk (x)  concave over  X

Theorem

◼

◼ If SOCP is exact over X, then assumption holds 

Can choose a s.t.  

A®  original feasible set

A := x Î X  :  v(x) £ av + (1-a)v{ }



Suboptimality gap

◼ Informally, a local minimum is almost as good

as any strictly interior feasible point

» 0L x*( )   -   L x̂( )        £    r

any local 

optimum

any original

feasible pt

slightly away

from X boundary



Tracking performance

min
x

   c0(y(x))+ c(x)

s. t.    y(x) £ y

         x Î X

min
x

   c0(y(x),g t )+ c(x,g t )

s. t.    y(x,g t ) £ y

         x Î X

drifting 

OPF



Tracking performance

Theorem

R(x, x*) :=      c0(y(x),g t )+ c(x,g t )
t=1

T

å  

                   -  c0 (y(x*),g t )+ c(x*,g t )
t=1

T

å

cost of Alg

optimal cost

dynamic

regret

R(x, x*) = 

rate of 

drifting

subopt of

local min



Tracking performance

Theorem

R(x, x*) :=      c0(y(x),g t )+ c(x,g t )
t=1

T

å  

                   -  c0 (y(x*),g t )+ c(x*,g t )
t=1

T

å

cost of Alg

optimal cost

dynamic

regret

R(x, x*) = O T 1+ xt+1

* - xt
*

t=1

T

å
æ

è
ç

ö

ø
÷

æ

è
çç

ö

ø
÷÷+ d t

t=1

T

å

rate of 

drifting

subopt of

local min



Tracking performance

R(x, x*) :=      c0(y(x),g t )+ c(x,g t )
t=1

T

å  

                   -  c0 (y(x*),g t )+ c(x*,g t )
t=1

T

å

cost of Alg

optimal cost

dynamic

regret

R(x, x*)

Theorem

◼ If rate of drifting is              then per-step

is asymptotically bounded by

◼ Can made     arbitrarily small at cost of 
computation

(local min)



Simulations



Key message

Large network of DERs
◼ Real-time optimization at scale

◼ Computational challenge: power flow solution

Online optimization 
◼ Network computes power flow solutions in real 

time at scale for free

◼ Exploit it for our optimization/control

◼ Naturally adapts to evolving network conditions

Examples
◼ Slow timescale: OPF

◼ Fast timescale: frequency control



Outline

Optimal power flow
◼ Background: semidefinite relaxations

◼ Online algorithm

◼ Analysis and simulations

Load-side frequency control
◼ Dynamic model & design approach

◼ Distributed online algorithm

◼ Analysis and simulations

Zhao, Topcu, Li, L, TAC 2014

Mallada, Zhao, L, Allerton 2014

Zhao et al: CDC 2014, CISS 2015, PSCC 2016



2011 Southwest blackout

(1 min)

◼ All buses synchronized to same nominal frequency 
(US: 60 Hz; Europe/China: 50 Hz)

◼ Supply-demand imbalance ➔ frequency fluctuation

Motivation



Why load-side participation

sec min 5 min 60 min

primary
freq control

secondary 
freq control

economic
dispatch

Ubiquitous continuous load-side control can 
supplement generator-side control

◼ faster (no/low inertia)

◼ more reliable (large #)

◼ better localize disturbances

◼ reducing generator-side control capacity



How 

How to design load-side frequency control ?

How does it interact with generator-side 
control ?



Literature: load-side control
Original idea & early analytical work

◼ Schweppe et al 1980; Bergin, Hill, Qu, Dorsey, Wang, Varaiya …

Small scale trials around the world

◼ D.Hammerstrom et al 2007, UK Market Transform Programme 2008

Early simulation studies 

◼ Trudnowski et al 2006, Lu and Hammerstrom 2006, Short et al 
2007, Donnelly et al 2010, Brooks et al 2010, Callaway and I. A. 
Hiskens, 2011, Molina-Garcia et al 2011

Analytical work – load-side control

◼ Zhao et al (2012/2014), Mallada and Low (2014), Mallada et al 
(2014), Zhao and Low (2014), Zhao et al (2015)

◼ Simpson-Porco et al 2013, You and Chen 2014, Zhang and 
Papachristodoulou (2014), Ma et al (2014), Zhao, et al (2014), 

Recent analysis – generator-side/microgrid control: 

◼ Andreasson et al (2013), Zhang and Papachristodoulou (2013), Li et 
al (2014), Burger et al (2014), You and Chen (2014), Simpson-
Porco et al (2013), Hill et al (2014), Dorfler et al (2014)



Network model

i
generator 

or load

d̂i =Diwi

loads: 
damping or uncontrollable

i : region/control area/balancing authority

j

xij

branch power

Pij

qi,wi, pi( )



Network model

Generator bus: Mi > 0

Load bus:         Mi = 0



Network model

Generator bus: pi is real power injection

Load bus:         pi is controllable load



Generator-side control

primary control  pi
c(t) = pi

c wi(t)( )

e.g. freq droop  pi
c wi( ) = -biwi

generator bus: 



Load-side control

Load bus:

how to design feedback control ?



Network model

Suppose the system is in steady state

Then: disturbance in gen/load … 



Load-side controller design

Control goals (while min disutility)

◼ Rebalance power & stabilize frequency

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

◼ Respect line limits

Zhao, Topcu, Li, 

Low

TAC 2014
Mallada, Zhao, Low 

Allerton, 2014



Load-side controller design

Control goals (while min disutility)

◼ Rebalance power & stabilize frequency

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

◼ Respect line limits

Zhao, Topcu, Li, 

Low

TAC 2014
Mallada, Zhao, Low 

Allerton, 2014



Load-side controller design

Design control law

whose equilibrium

solves:

min
d,P

      ci (di
i

å )

s. t.      Pi
m - di = Cie

e

å Pe     node i

           Cie
e

å
iÎNk

å Pe  = P̂k       area k

           Pe  £  Pe  £  Pe         line e

power balance

inter-area flows

line limits

Control goals (while min disutility)

◼ Rebalance power & stabilize frequency

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

◼ Respect line limits

load disutility

freq will emerge as 

Lagrange multiplier

for power imbalance



Load-side controller design

Design control (G, F) s.t. closed-loop system

◼ is stable

◼ has equilibrium that is optimal

min
d,P

      ci (di
i

å )

s. t.      Pi
m - di = Cie

e

å Pe     node i

           Cie
e

å
iÎNk

å Pe  = P̂k       area k

           Pe  £  Pe  £  Pe         line e

power network

load control



Load-side controller design

Idea: exploit system dynamic as part of  
primal-dual algorithm for modified opt

◼ Distributed algorithm

◼ Stability analysis

◼ Control goals in equilibrium

min
d,P

      ci (di
i

å )

s. t.      Pi
m - di = Cie

e

å Pe     node i

           Cie
e

å
iÎNk

å Pe  = P̂k       area k

           Pe  £  Pe  £  Pe         line e

power network

load control



Summary: control architecture

Primary load-side frequency control

• completely decentralized

• Theorem: stable dynamic, optimal equilibrium
Zhao, Topcu, Li, Low. TAC 2014
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Summary: control architecture

Mallada, Zhao, Low. Allerton 2014

Secondary load-side frequency control

• communication with neighbors

• Theorem: stable dynamic, optimal equilibrium
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Summary: control architecture

With generator-side control, nonlinear power flow

• load-side improves both transient & eq

• Theorem: stable dynamic, optimal equilibrium
Zhao, Mallada, Low. CISS 2015
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Simulations

Dynamic simulation of IEEE 39-bus system

• Power System Toolbox (RPI)

• Detailed generation model

• Exciter model, power system

stabilizer model

• Nonzero resistance lines

13

Fig.2:IEEE 39 bus system : N ew England

V II. N U M E R IC A L IL L U ST R A T IO N S

W e now illustrate the behavior of our control schem e. W e
considerthe w idely used IEEE 39 bussystem ,show n in Figure
2, to test our schem e. W e assum e that the system has tw o
independent control areas that are connected through lines
(1,2), (2,3) and (26,27). The netw ork param eters as w ell
as the initial stationary point (pre fault state) w ere obtained
from the Pow er System Toolbox [41] data set.

Each bus is assum ed to have a controllable load w ith D i =
[− dm ax,dm ax], w ith dm ax = 1p.u. on a 100M VA base and
disutility function

ci(di)=

Z d i

0

tan(
⇡

2dm ax
s)ds= −

2dm ax

⇡
ln(|cos(

⇡

2dm ax
di)|).

Thus,di(σi) = c0i
− 1

(! i + λi) =
2d m a x

⇡ arctan(! i + λi). See
Figure 3 for an illustration of both ci(di) and di(σi).
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c i
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i)

−10 −5 0 5 10
−1
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1

ωi + λ i

d
i(
ω

i
+
λ
i)

Fig.3:D isutility ci(di) and load function di(! i + λi)

Throughout the sim ulations w e assum e that the aggregate
generator dam ping and load frequency sensitivity param eter
D i = 0.2 8i 2 N and χv

i = ⇣λi = ⇣⇡k = ⇣⇢
+

e = ⇣⇢
−

e = 1,
for all i 2 N , k 2 K and e 2 E. These param eter values
do not affect convergence, but in general they w ill affect
the convergence rate. The values of P m are corrected so
that they initially add up to zero by evenly distributing the
m ism atch am ong the load buses. P̂ is obtained from the
starting stationary condition.W e initially set P̄ and P so that
they are notbinding.

W e sim ulate the O LC -system as w ellas the sw ing dynam -
ics (31) w ithout load control (di = 0), after introducing a
perturbation atbus 29 ofP m

29 = − 2p.u..Figures 4 and 5 show
the evolution ofthe bus frequencies forthe uncontrolled sw ing
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Fig.4:Frequency evolution: A rea 1
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Fig.5:Frequency evolution: A rea 2

dynam ics (a), the O LC system w ithout inter-area constraints
(b),and the O LC w ith area constraints (c).

It can be seen that w hile the sw ing dynam ics alone fail
to recover the nom inal frequency, the O LC controllers can
jointly rebalance the pow er as w ellas recovering the nom inal
frequency. The convergence of O LC seem s to be sim ilar or
even better than the sw ing dynam ics, as show n in Figures 4
and 5.
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Fig.6:LM Ps and inter area lines flow s:no therm al lim its

0 10 20 30 40 50 60
−1

−0.5

0

0.5

1

1.5

LM P s

λ
i

t
0 10 20 30 40 50 60

0

0.5

1

1.5

2

2.5

3

3.5

Inter area line flow s

P
ij

t

Fig.7:LM Ps and inter area lines flow s:w ith therm al lim its

N ow ,w e illustrate the action of the therm al constraints by
adding a constraint of P̄ e = 2.6p.u. and P e = − 2.6p.u. to
the tie lines betw een areas. Figure 6 show s the values of
the m ultipliers λi,thatcorrespond to the Locational M arginal
Prices (LM Ps),and the line flow s ofthe tie lines for the sam e
scenario displayed in Figures 4c and 5c,i.e.w ithout therm al



Primary control



Secondary control
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Throughout the sim ulations w e assum e that the aggregate
generator dam ping and load frequency sensitivity param eter
D i = 0.2 8i 2 N and χv

i = ⇣λi = ⇣⇡k = ⇣⇢
+

e = ⇣⇢
−

e = 1,
for all i 2 N , k 2 K and e 2 E. These param eter values
do not affect convergence, but in general they w ill affect
the convergence rate. The values of P m are corrected so
that they initially add up to zero by evenly distributing the
m ism atch am ong the load buses. P̂ is obtained from the
starting stationary condition.W e initially set P̄ and P so that
they are notbinding.

W e sim ulate the O LC -system as w ellas the sw ing dynam -
ics (31) w ithout load control (di = 0), after introducing a
perturbation atbus 29 ofP m

29 = − 2p.u..Figures 4 and 5 show
the evolution ofthe bus frequencies forthe uncontrolled sw ing
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dynam ics (a), the O LC system w ithout inter-area constraints
(b),and the O LC w ith area constraints (c).

It can be seen that w hile the sw ing dynam ics alone fail
to recover the nom inal frequency, the O LC controllers can
jointly rebalance the pow er as w ellas recovering the nom inal
frequency. The convergence of O LC seem s to be sim ilar or
even better than the sw ing dynam ics, as show n in Figures 4
and 5.

0 10 20 30 40 50 60
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

LM P s

λ
i

t
0 10 20 30 40 50 60

0

0.5

1

1.5

2

2.5

3

3.5

Inter area line flow s

P
ij

t

Fig.6:LM Ps and inter area lines flow s:no therm al lim its

0 10 20 30 40 50 60
−1

−0.5

0

0.5

1

1.5

LM P s

λ
i

t
0 10 20 30 40 50 60

0

0.5

1

1.5

2

2.5

3

3.5

Inter area line flow s

P
ij

t

Fig.7:LM Ps and inter area lines flow s:w ith therm al lim its

N ow ,w e illustrate the action of the therm al constraints by
adding a constraint of P̄ e = 2.6p.u. and P e = − 2.6p.u. to
the tie lines betw een areas. Figure 6 show s the values of
the m ultipliers λi,thatcorrespond to the Locational M arginal
Prices (LM Ps),and the line flow s ofthe tie lines for the sam e
scenario displayed in Figures 4c and 5c,i.e.w ithout therm al
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W e now illustrate the behavior of our control schem e. W e
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independent control areas that are connected through lines
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from the Pow er System Toolbox [41] data set.
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− 1
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Figure 3 for an illustration of both ci(di) and di(σi).

−1 −0.5 0 0.5 1

0

5

10

15

20

25

d i

c i
(d

i)

−10 −5 0 5 10
−1

−0.5

0

0.5

1

ωi + λ i

d
i(
ω
i
+
λ
i)

Fig.3:D isutility ci(di) and load function di(! i + λi)

Throughout the sim ulations w e assum e that the aggregate
generator dam ping and load frequency sensitivity param eter
D i = 0.2 8i 2 N and χv

i = ⇣λi = ⇣⇡k = ⇣⇢
+

e = ⇣⇢
−

e = 1,
for all i 2 N , k 2 K and e 2 E. These param eter values
do not affect convergence, but in general they w ill affect
the convergence rate. The values of P m are corrected so
that they initially add up to zero by evenly distributing the
m ism atch am ong the load buses. P̂ is obtained from the
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It can be seen that w hile the sw ing dynam ics alone fail
to recover the nom inal frequency, the O LC controllers can
jointly rebalance the pow er as w ellas recovering the nom inal
frequency. The convergence of O LC seem s to be sim ilar or
even better than the sw ing dynam ics, as show n in Figures 4
and 5.
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the tie lines betw een areas. Figure 6 show s the values of
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W e now illustrate the behavior of our control schem e. W e
considerthe w idely used IEEE 39 bussystem ,show n in Figure
2, to test our schem e. W e assum e that the system has tw o
independent control areas that are connected through lines
(1,2), (2,3) and (26,27). The netw ork param eters as w ell
as the initial stationary point (pre fault state) w ere obtained
from the Pow er System Toolbox [41] data set.

Each bus is assum ed to have a controllable load w ith D i =
[− dm ax,dm ax], w ith dm ax = 1p.u. on a 100M VA base and
disutility function
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− 1

(! i + λi) =
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⇡ arctan(! i + λi). See
Figure 3 for an illustration of both ci(di) and di(σi).

−1 −0.5 0 0.5 1

0

5

10

15

20

25

di

c
i(
d
i)

−10 −5 0 5 10
−1

−0.5

0

0.5

1

ωi + λ i

d
i(
ω
i
+
λ
i)

Fig.3:D isutility ci(di) and load function di(! i + λi)

Throughout the sim ulations w e assum e that the aggregate
generator dam ping and load frequency sensitivity param eter
D i = 0.2 8i 2 N and χv

i = ⇣λi = ⇣⇡k = ⇣⇢
+

e = ⇣⇢
−

e = 1,
for all i 2 N , k 2 K and e 2 E. These param eter values
do not affect convergence, but in general they w ill affect
the convergence rate. The values of P m are corrected so
that they initially add up to zero by evenly distributing the
m ism atch am ong the load buses. P̂ is obtained from the
starting stationary condition.W e initially set P̄ and P so that
they are notbinding.

W e sim ulate the O LC -system as w ellas the sw ing dynam -
ics (31) w ithout load control (di = 0), after introducing a
perturbation atbus 29 ofP m

29 = − 2p.u..Figures 4 and 5 show
the evolution ofthe bus frequencies forthe uncontrolled sw ing
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It can be seen that w hile the sw ing dynam ics alone fail

to recover the nom inal frequency, the O LC controllers can
jointly rebalance the pow er as w ellas recovering the nom inal
frequency. The convergence of O LC seem s to be sim ilar or
even better than the sw ing dynam ics, as show n in Figures 4
and 5.
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N ow ,w e illustrate the action of the therm al constraints by
adding a constraint of P̄ e = 2.6p.u. and P e = − 2.6p.u. to
the tie lines betw een areas. Figure 6 show s the values of
the m ultipliers λi,thatcorrespond to the Locational M arginal
Prices (LM Ps),and the line flow s ofthe tie lines forthe sam e
scenario displayed in Figures 4c and 5c,i.e.w ithout therm al

swing dynamics with OLC

area 1
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W e now illustrate the behavior of our control schem e. W e
considerthe w idely used IEEE 39 bussystem ,show n in Figure
2, to test our schem e. W e assum e that the system has tw o
independent control areas that are connected through lines
(1,2), (2,3) and (26,27). The netw ork param eters as w ell
as the initial stationary point (pre fault state) w ere obtained
from the Pow er System Toolbox [41] data set.

Each bus is assum ed to have a controllable load w ith D i =
[− dm ax,dm ax], w ith dm ax = 1p.u. on a 100M VA base and
disutility function
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Throughout the sim ulations w e assum e that the aggregate
generator dam ping and load frequency sensitivity param eter
D i = 0.2 8i 2 N and χv
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+
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−

e = 1,
for all i 2 N , k 2 K and e 2 E. These param eter values
do not affect convergence, but in general they w ill affect
the convergence rate. The values of P m are corrected so
that they initially add up to zero by evenly distributing the
m ism atch am ong the load buses. P̂ is obtained from the
starting stationary condition.W e initially set P̄ and P so that
they are notbinding.

W e sim ulate the O LC -system as w ellas the sw ing dynam -
ics (31) w ithout load control (di = 0), after introducing a
perturbation atbus 29 ofP m

29 = − 2p.u..Figures 4 and 5 show
the evolution ofthe bus frequencies forthe uncontrolled sw ing
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It can be seen that w hile the sw ing dynam ics alone fail
to recover the nom inal frequency, the O LC controllers can
jointly rebalance the pow er as w ellas recovering the nom inal
frequency. The convergence of O LC seem s to be sim ilar or
even better than the sw ing dynam ics, as show n in Figures 4
and 5.
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N ow ,w e illustrate the action of the therm al constraints by
adding a constraint of P̄ e = 2.6p.u. and P e = − 2.6p.u. to
the tie lines betw een areas. Figure 6 show s the values of
the m ultipliers λi,thatcorrespond to the Locational M arginal
Prices (LM Ps),and the line flow s ofthe tie lines for the sam e
scenario displayed in Figures 4c and 5c,i.e.w ithout therm al

no line limits

with line limits

Total inter-area flow is

the same in both cases

line limit

line limit



Key message

Large network of DERs
◼ Real-time optimization at scale

◼ Computational challenge: power flow solution

Online optimization 
◼ Network computes power flow solutions in real 

time at scale for free

◼ Exploit it for our optimization/control

◼ Naturally adapts to evolving network conditions

Examples
◼ Slow timescale: OPF

◼ Fast timescale: frequency control



Online optimization of electric vehicle charging

◼ Enables mass deployment at much lower infrastructure costs

◼ First pilot @Caltech: 54 adaptive programmable chargers

◼ 2x 150kVA transformers, breakers, grid sensors, etc

main panel150kVA transformerchargerEnergized
Feb 13 Sat
2016

debugging

Application: EV charging

G. Lee
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(backup)



Recall: design approach

Idea: exploit system dynamic as part of  
primal-dual algorithm for modified opt

◼ closed-loop system is stable

◼ its equilibria are optimal

min
d,P

      ci (di
i

å )

s. t.      Pi
m - di = Cie

e

å Pe     node i

           Cie
e

å
iÎNk

å Pe  = P̂k       area k

           Pe  £  Pe  £  Pe         line e

power network

load control



Outline

Load-side frequency control
◼ Primary control 

◼ Secondary control

◼ Interaction with generator-side control

Zhao et al SGC2012, Zhao et al TAC2014



Optimal load control (OLC) 

demand = supply

disturbances

min
d,d̂,P

      ci (di )+
d̂i

2

2Di

æ

è
ç

ö

ø
÷

i

å

s. t.      Pi
m - di + d̂i( ) = Cie

e

å Pie     "i

controllable

loads

min
d,P

      ci (di
i

å )

s. t.      Pi
m - di = Cie

e

å Pe     node i

           Cie
e

å
iÎNk

å Pe  = P̂k       area k

           Pe  £  Pe  £  Pe         line e



swing dynamics 

system dynamics + load control 
= primal dual alg

wi = -
1

M i

di (t)+Diwi(t)-Pi
m + Pij (t)- Pji(t)

j®i

å
i® j

å
æ

è
çç

ö

ø
÷÷

Pij = bij wi (t)-w j (t)( )         

load control

di(t) := ci
'-1 wi (t)( )é

ë
ù
ûd i

di
active control

implicit 



Control architecture



Theorem

Starting from any                

system trajectory

converges to

◼ is unique optimal of OLC

◼ is unique optimal for dual

d(0),  d̂(0),  w(0),  P(0)( )

d*,  d̂*,  w*,  P*( )     as  t®¥

d*,  d̂*( )
w*

d(t),  d̂(t),  w(t),  P(t)( )

• completely decentralized

• frequency deviations contain right info for local 

decisions that are globally optimal

Load-side primary control works



◼ Rebalance power

◼ Stabilize frequencies

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

◼ Respect line limits

Recap: control goals

Yes

Yes

No

No

w* ¹ 0( )

No



Outline

Load-side frequency control
◼ Primary control 

◼ Secondary control

◼ Interaction with generator-side control

Mallada, Low, IFAC 2014

Mallada et al, Allerton 2014



OLC for secondary control

min
d,d̂,P,v
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1

2Di
d̂i
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restore nominal freq

demand = supply
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OLC for secondary control

min
d,d̂,P,v

      ci di( ) +  
1

2Di
d̂i

2
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å

s. t.        Pm - (d +  d̂) = CP

             Pm -   d         = CBCTv

                     ĈBCTv = P̂

             P £ BCTv £ P
key idea: “virtual flows”

BCTv

demand = supply

in steady state: 

virtual flow = real flows

BCTv = P

restore nominal freq



OLC for secondary control

min
d,d̂,P,v

      ci di( ) +  
1

2Di
d̂i

2
æ

è
ç

ö

ø
÷

i

å

s. t.        Pm - (d +  d̂) = CP

             Pm -   d         = CBCTv

                     ĈBCTv = P̂

                 P £ BCTv £ P

restore nominal freq

in steady state: 

virtual flow = real flows

BCTv = P

restore inter-area flow

respect line limit

demand = supply



swing dynamics:  

Recall: primary control

wi = -
1

M i

di (t)+Diwi (t)-Pi
m + CiePe(t)

eÎE

å
æ

è
ç

ö

ø
÷

Pij = bij wi (t)-w j (t)( )         

load control: di(t) := ci
'-1 wi (t)( )é

ë
ù
ûd i

di active 

control

implicit 
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Secondary frequency control

load control: di (t) := ci
'-1 wi (t)+ li (t)( )é

ë
ù
ûd i

di

computation & communication:

primal var: 

dual vars: 



Theorem

starting from any initial point, system 

trajectory converges   s. t.

◼ is unique optimal of OLC

◼ nominal frequency is restored

◼ inter-area flows are restored

◼ line limits are respected

Secondary control works

d*,  d̂*,P*,v*( )
w* = 0

ĈP*  = P̂

P £ P* £ P



Design optimal load control (OLC) problem

◼ Objective function, constraints

Derive control law as primal-dual algorithms

◼ Lyapunov stability

◼ Achieve original control goals in equilibrium

Distributed algorithms

Recap: key ideas

primary control:

di(t) := ci
'-1 wi(t)+li (t)( )

di(t) := ci
'-1 wi(t)( )

secondary control:



Design optimal load control (OLC) problem

◼ Objective function, constraints

Derive control law as primal-dual algorithms

◼ Lyapunov stability

◼ Achieve original control goals in equilibrium

Distributed algorithms

Virtual flows

◼ Enforce desired properties on line flows

Recap: key ideas

in steady state:  virtual flow = real flows

BCTv = P



◼ Rebalance power

◼ Resynchronize/stabilize frequency

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

◼ Respect line limits

Recap: control goals

Yes

Yes

w* ¹ 0( )

Secondary control restores nominal 

frequency but requires local communication

Yes

Yes

Mallada, et al Allerton2014

Zhao, et al TAC2014

Yes



Outline

Load-side frequency control
◼ Primary control 

◼ Secondary control

◼ Interaction with generator-side control
Zhao and Low, CDC2014

Zhao, Mallada, Low, CISS 2015

Zhao, Mallada, Low, Bialek, PSCC 2016



Generator-side control

Recall model: linearized PF, no generator control

New model: nonlinear PF, with generator control 



Generator-side control

generator bus:  real power injection

load bus:   controllable load

New model: nonlinear PF, with generator control 



Generator-side control

New model: nonlinear PF, with generator control 

generator buses: 

primary control  pi
c(t) = pi

c wi(t)( )

e.g. freq droop  pi
c wi( ) = -biwi



Load-side control

q,w, p,a( )
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Theorem

 Every closed-loop equilibrium solves 
OLC and its dual

Load-side primary control works

qi
* -q j

* <
p

2

Suppose 

 Any closed-loop equilibrium is (locally) 
asymptotically stable provided

pi
c w( ) - pi

c w*( ) £ Li w -w*

near w*  for some Li < Di



Forward-engineering design facilitates

◼ explicit control goals

◼ distributed algorithms

◼ stability analysis

Load-side frequency regulation

◼ primary & secondary control works

◼ helps generator-side control

Conclusion



Key message

Large network of DERs
◼ Real-time optimization at scale

◼ Computational challenge: power flow solution

Online optimization 
◼ Network computes power flow solutions in real 

time at scale for free

◼ Exploit it for our optimization/control

◼ Naturally adapts to evolving network conditions

Examples
◼ Slow timescale: OPF

◼ Fast timescale: frequency control



Online optimal power flow
Large network of DERs

◼ Need real-time optimization at scale

◼ Computational challenge: power flow solution

Online optimization 
◼ Network computes power flow solutions in real time at 

scale for free

◼ Exploit it for our optimization/control

◼ Naturally adapts to evolving network conditions

Network:  power flow solver

    y(t) : F(x(t),  y(t)) = 0

DER : gradient update

x(t+1) = G(x(t),  y(t))

control x(t) measurement y(t)

generic OPF problem

IEEE JO U R N A L O N SELEC TED A R EA S IN C O M M U N IC ATIO N S,2016 2

localoptim um and the costof an arbitrary feasible pointthat
is a sm all distance aw ay from the boundary of the feasible
set.This bound suggests thatany localm inim um is alm ostas
good as any strictly feasible point.
W e presentin Section V Iseveralrefinem ents and extensions

to the basic gradient algorithm . For exam ple, due to the
im plicit pow er flow solution (1b), the gradient com putation
in (1a) requires inverting a certain Jacobian m atrix. This is
inefficient for large netw orks in term s of both com putational
effort and com m unication requirem ent. W e describe how to
exploitthe tree topology ofthe netw ork to iteratively com pute
the gradientin (1a) w ithout the need for m atrix inversion.To
furtherreduce the com putationaleffort,w e describe how to use
linearized pow er flow equations to derive approxim ate gradi-
ents thatavoids both m atrix inversion and iterative calculation.
These tw o m ethods greatly reduce the com putational effortin
each iteration of (1a), but does not directly address com m u-
nication requirem ent. In [19] these algorithm s are extended
to their distributed versions that require com m unication only
betw een neighboring buses.
W hile w e discuss our algorithm s m ostly in the context

of a single-phase netw ork for sim plicity of exposition, m ost
distribution system s are m ultiphase unbalanced [24], [10],
[21]. W e provide a sketch on how these algorithm s can be
extended to m ultiphase unbalanced radial netw orks.
Finally w e presentin Section V IInum ericalexperim ents on

22 testnetw orks w ith 42 buses to 1,990 buses.They suggest
that w hile sem idefinite relaxation of O PF [25], [26] is able
to com pute globally optim alsolutions,ittakes a m uch longer
tim e. In com parison, the algorithm developed in this paper
takes a m uch shorter tim e and is able to obtain a close-to-
optim al solution. Specifically, for all our test netw orks, the
difference in objective values is below 10− 5 betw een these
tw o m ethods butthe speedup is over 70x for large netw orks.
Itis therefore prom ising to further develop the algorithm s in
this paper for real-tim e applications.
W e conclude in Section V III that it seem s prom ising to

further develop the algorithm s in this paper for real-tim e
applications.A key challenge to overcom e is to m inim ize the
m easurem ent and com m unication requirem ents so that these
algorithm s can be im plem ented in realtim e by a large netw ork
of distributed energy resources,building on the ideas in [19].

m in c(x,y)

over x (controllable devices)

y (uncontrollable states)

subjto F (x,y) = 0 (pow er flow eqtns)

II. PR O B L E M FO R M U L A T IO N

A. M odel

C onsider a distribution netw ork m odeled as a directed (and
connected) tree graph (N + ,E ) w here N + := {0} [ N ,N :=
{1,...,n},and E ✓ N + ⇥N + .W e w illreferto each i2 N +

as a“bus”or“node”and each (i,j) 2 E as a“line”or“link”.
Let m := |E | = n be the num ber of lines in E . Let bus 0
be the rootof the tree.For convenience only,w e assum e the

graph is oriented such that each line (i,j) 2 E points aw ay
from the root. W e m ay use (i,j) or j ! k interchangeably
to denote a line. For each (i,j) 2 E , let zij := rij + ixij

w ere rij > 0 and xij > 0 are the line resistance and reactance
respectively.

For each bus i 2 N + , let Vi be the com plex voltage at
bus i and vi = |Vi|2 the square of its m agnitude, e.g.,if the
voltage is Vi = 1.05\ 120◦ perunit,then vi = 1.052.B us 0 is
the slack or substation bus and w e assum e as custom ary that
V0 = 1\ 0◦ pu.Let si = pi + iqi be the net com plex pow er
injection atbus iw ith pi and qi as the realand reactive pow er
injections respectively.LetP i denote the unique path from bus
0 to bus i.Since the netw ork is radial (has a tree topology),
the path P i is w ell-defined.

For each line (i,j) 2 E , let Iij be the com plex current
and ìj = |Iij|2 its squared m agnitude, e.g.,if the current is
Iij = 0.5\ 10◦ ,then ìj = 0.52.LetS ij = P ij + iQ ij be the
sending-end com plex pow er from buses i to j w ith P ij and
Q ij as the realand reactive pow er respectively.

W e w illm ainly be using branch flow m odels in realdom ain,
so w e w illabuse notation to use si to denote eitherthe com plex
num ber pi + iqi or the real pair (pi,qi) depending on the
context;sim ilarly for other variables zij,Vi,S ij,Iij.Som e of
the notations are sum m arized in Figure 1.

0 i j 

Pi 

si 

Sij, lij 

Fig.1. Som e of the notations.

Let x := (pi,qi,i 2 N ) 2 R 2n denote the buse injections1

and y := (p0,q0,vi,i 2 N ;P ij,Q ij, ìj,(i,j) 2 E ) 2
R 3m + n + 2.These variables,togetherw ith v0,satisfy the pow er
flow equations:

X

k:j! k

P jk = P ij − rij ìj + pj, j 2 N + (2a)

X

k:j! k

Q jk = Q ij − xij ìj + qj, j 2 N + (2b)

vi − vj = 2(rijP ij + xijQ ij)− |zij|
2

ìj, i! j(2c)

vi ìj = P 2
ij + Q 2

ij, i! j (2d)

w here i in (2a) and (2b) is the unique bus betw een bus 0
and bus j. N ote that the num ber 2(m + n + 1) = 4n + 2
of equations is the sam e as the num ber of variables in y.The
equations (2),called the D istFlow equations,are firstproposed
in [1],[2] and are valid only for radialnetw orks (see [14] for
the generalization to m esh netw orks). D iscrete devices like
tap-changers and circuit breakers are notm odeled.

1Even though x is also used to denote line reactances,the m eaning should
be clear from the context.



1st customer

Application: EV charging
Online optimization of electric vehicle charging

◼ Enables mass deployment at much lower infrastructure costs

◼ First pilot @Caltech: 54 adaptive programmable chargers

◼ 2x 150kVA transformers, breakers, grid sensors, etc

main panel150kVA transformerchargerEnergized
Feb 13 Sat
2016

debugging


