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Scientists have used FastTCP to 

break world records on data 

transfer between 2002 – 2006 

FAST is commercialized by FastSoft;   

it accelerates world’s 2nd largest 

CDN and Fortune 100 companies

FastTCP 
TCP 
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FAST in a box

WAN-in-Lab : one-of-a-kind wind- 

tunnel in academic networking, 

with 2,400km of fiber, optical 

switches, routers, servers, 

accelerators

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

0.1 0.5 1 5 10 20 60

File size (MB)

F
T

P
 t

h
r
o

u
g

h
p

u
t 

(k
b

p
s
)

with 

FAST

without  

FAST

eq 1

eq 2
eq 3

Lee Center



rsrg SISL

NetLab
prof steven low

20012000

Lee 

Center

2002 2003 2004 2005 2006

FAST TCP 

theory

IPAM Wkp

SC02 

Demo

2007

WAN-in-

Lab 

Testbed

Caltech  FAST  Project

Lee Center

2012 2014

FastSoft Customer Validation 

® 2011  FastSoft Inc.  CONFIDENTIAL & PROPRIETARY   2 

accelerating largest social networks, studios, 

and other Fortune 100 companies 
“FAST TCP is accelerating >1TB

of internet traffic every second !”



Vision (20+ yrs)

Global energy demand will continue to grow

Traditional supply is unsustainable

There is more renewable energy than the world ever 
needs

◼ Someone will figure out how to capture and store it

There will be connected intelligence everywhere

◼ Cost of computing, storage, communication and 
manufacturing will continue to drop

➔ Power system will transform into the largest and 
most complex Internet of Things 

◼ Generation, transmission, distribution, consumption, 
storage



Mission

To develop technologies that will enable and guide 
the historic transformation of our power system

◼ Generation, transmission, distribution, consumption, 
storage

◼ Devices, systems, theory, algorithms

◼ Control, optimization, stochastics, data, economics



Outline

Overview & challenges

Optimal power flow

Frequency regulation

Applications



Watershed moment

Bell: telephone

1876

Tesla: multi-phase AC

1888 Both started as natural monopolies

Both provided a single commodity

Both grew rapidly through two WWs 1980-90s

1980-90s

Deregulation

started

Deregulation

started

Power network will undergo similar architectural 

transformation that phone network went through

in the last two decades 

IoT

1969:

DARPAnet

Convergence

to Internet



Watershed moment

Industries will be destroyed & created
AT&T, MCI, McCaw Cellular, Qualcom

Google, Facebook, Twitter, Amazon, eBay, Netflix

Infrastructure will be reshaped
Centralized intelligence, vertically optimized

Distributed intelligence, layered architecture

What will drive power network transformation ?



Advances in power electronics

Deployment of sensing, control, comm

Four drivers

Proliferation of renewables

Electrification of transportation
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High Levels of Wind and Solar PV Will 

Present an Operating Challenge!

Source: Rosa Yang, EPRI

Uncertainty



Source: Leon Roose, University of Hawaii

Development & demo of smart grid inverters for high-penetration PV applications

 Solar Forum 2013 High 

Penetration 
F e b  1 3 - 1 4 ,  S a n  D i e g o ,  C A  17 

Initial Research Findings & Hypotheses 

68 meters (residential) 

Sept 2012 (23 days) 

240 volts 

+-5% min-228/max-252 

Hourly by meter # 

A few “high” meters 

Larger # of low meters 

 

Hourly Voltage Overview1 

1. Data collected over 23 days at 15 minute intervals from SSN Smart Meters in Maui, showing Voltage &  Load information Voltage violations are quite frequent



network of 
billions of active 

distributed energy 
resources (DERs)

DER: PV, wind tb, EV, storage, smart appliances

Solar power over land: 

> 20x world energy demand



Risk: active DERs introduce rapid random

fluctuations in supply, demand, power quality

increasing risk of blackouts

Opportunity: active DERs enables realtime

dynamic network-wide feedback control,

improving robustness, security, efficiency

Caltech research: distributed control of networked DERs  

• Foundational  theory, practical algorithms, concrete 

    applications

• Integrate engineering and economics

• Active collaboration with industry



Active DERs: implications

Current control paradigm works well today
◼ Centralized, open-loop, human-in-loop, worst-case 

preventive

◼ Low uncertainty, few active assets to control

◼ Schedule supplies to match loads

Future needs
◼ Closing the loop, e.g. real-time DR, volt/var

◼ Fast computation to cope with rapid, random, 
large fluctuations in supply, demand, voltage, freq

◼ Simple algorithms to scale to large networks of 
active DER

◼ Market mechanisms to incentivize 



Need for distributed control

Example: Southern California Edison
◼ 4-5 million customers

SCE Rossi feeder circuit
◼ #houses: 1,407;  #commercial/industrial: 131

◼ #transformers: 422

◼ #lines: 2,064 (multiphase, inc. transfomers)

◼ peak load: 3 – 6 MW

◼ #optimization variables: 50,000

SCE has 4,500 feeders
◼ ~100M variables

United States
◼ 131M customers, 300K miles of transmission & distr 

lines, 3,100 utilities



Key challenges

Nonconvexity
◼ Convex relaxations

Large scale
◼ Distributed algorithms

Uncertainty
◼ Risk-limiting approach

Multiple timescales
◼ Decomposition

Multiple solutions

11/66Ian Hiskens, Michigan



sec min hour day year

freq control

Our research

volt/var

EV charging

storage

demand
response

control

and

optimization

economics

and 

regulations

DER
adoption

market
power

optimal power flow (OPF)

Infrastruc
ture inv.



Outline

Overview & challenges

Optimal power flow (OPF)
◼ problem formulation

◼ semidefinite relaxations

◼ exact relaxation

Frequency regulation

Applications



Optimal power flow (OPF)

OPF is solved routinely for

◼ network control & optimization decisions

◼ market operations & pricing

◼ at timescales of mins, hours, days, …

Non-convex and hard to solve

◼ Huge literature since Carpentier 1962

◼ Common practice: DC power flow (LP)

◼ Also: Newton-Raphson, interior point, …



Optimal power flow (OPF)

OPF underlies many applications

◼ Unit commitment, economic dispatch

◼ State estimation

◼ Contingency analysis

◼ Feeder reconfiguration, topology control

◼ Placement and sizing of capacitors, storage

◼ Volt/var control in distribution systems

◼ Demand response, load control

◼ Electric vehicle charging 

◼ Market power analysis

◼ …



Nonconvexity of OPF

Semidefinite relaxations of power flows
◼ Physical systems are nonconvex …

◼ … but have hidden convexity that should be exploited

Convexity is important for OPF
◼ Foundation of LMP, critical for efficient market theory

◼ Required to guarantee global optimality

◼ Required for real-time computation at scale



theory 

Convex relaxation of OPF: 
Theoretical foundation for semi-

definite relaxations of power flow 
 

Distributed Control of Networked DER 
an              GENI project  

theory models & simulations 

demo & tech-2-market algorithms 

Caltech: Profs Chandy, Doyle, Low (PI); Drs. Bunn, Mallada; Students: 
Agarwal, Cai, Chen, Farivar, Gan, Guo, Matni, Peng, Ren,Tang, You, Zhao 

SCE: Auld, Castaneda, Clarke, Gooding, Montoya, Shah, Sherick (PI) 

Newport/Caltech: DeMartini (advisor) 

Alumni: Bose (Cornell), Chen (Colorado), Collins (USC), Gayme (JHU), 

Lavaei (Columbia), Li (Harvard), Topcu (UPenn), Xu (SUTD) 

algorithms models simulations 

Exact relaxations: Sufficient 
conditions for recovering global 

optimum of OPF from relaxations 

min
V

   tr CVV *( )

s. t.   s j £ tr Y j

*VV *( ) £ s j,   v j £ Vj

2

£ v j

Realistic simulations 
• SCE feeder model, 2,000 buses 

• DER: inverters, HVAC, pool 

pumps, EV 

• Multiphase unbalanced radial  

Relaxation algorithms:  
• single-phase balanced, multiphase 

unbalanced 

• centralized, distributed 

applications and T2M 

!!
• Increase(asset(u+liza+on(and(efficiency(

• Improve(power(quality(and(stability(

• Move(data:in:mo+on(analy+cs(to(edge(

V

SDP relaxation quadratic in V 

linear in W ! 

OPF:  

min
W

   tr CW( )

s. t.   s j £ tr Y j

*W( ) £ s j,   V j £ Wjj £ Vj

         W ³ 0,     rank W = 1 ignore this (only) 

nonconvex constr 

V

W Wc(G ) WG

WG

+

SOCP relaxation 

• coarsest superset 

• min # variables 

• fastest 

W
+

SDP relaxation 

• tightest superset 

• max # variables 

• slowest  

Wc(G )

+

Chordal relaxation 

• equivalent superset 

• much faster for  

     sparse networks 

relaxation 

radial 

25

(a) (b)

Fig.4:Projections of feasible regions on p1 − p2 space for 3-bus system in (3).
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Fig.5:Zoom ed in Pareto fronts of the 3-bus case in p1 − p2 space.

B. IEEE benchm ark system s

ForIEEE benchm ark system s [35],[42],w e solve R 1,R 2 and R ch in M ATLA B using CV X

[43] w ith the solver SeD uM i [44]. The objective values and running tim es are presented in

Table II.A s in Theorem 1,the problem s R 1 and R ch have the sam e objective function value,

i.e., r⇤1 = r
⇤
ch. H ow ever, the optim al objective value of R 2 is low er, i.e., r

⇤
2 < r

⇤
1. For IEEE

benchm ark system s,note thatR 1 and R ch are exact[14]–[16],w hile R 2 is not.A s evidenced

by the running tim es in Table II, R ch is m uch faster than R 1. The chordal extension of the

M ay 31,2013 D RA FT

feasible sets: 

• SOCP 

• SDP 

• SOCP 

exact 

recovery 

Increased&
electricity&rates&

volt/var control with renewables 

• SCE circuits, DER forecasts 

• advanced OPF solver 

DER adoption model & software 
• Sophisticated feedback model  

• Cloud service for PV-uptake: 

http://etechuptake.appspot.com/ 

optimized 

baseline 

Lead: Prof Mushkin 
Undergrads: Chang, Li,  

Yap, Zhou 

9 EAN Proprietary & Confidential – Do Not Copy 

EAN Optimal Power Flow 

HAN PV EV 

EAN 

Cloud, IoT Foundry 

EAN 

Edge 

EAN 

Edge 

EAN 

Edge 

DER / DR 

Microgrid 

SB 
(RF mesh, PLC 

Zigbee, …) 

T / D 

Power Grid 

NB 
(3G, 4G, LTE) 

• EAN analytics, optimization 
Caltech OPF Algorithm  

Optimal DER placement 

P2V microgrid virtualization, analytics 

ISO sensitivity to peak loads 

Asset optimization 

• EAN enabled control 
Frequency Control 

DER co-optimization 

Real time optimization 
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• EAN analytics and optimization 

       DER placement, asset opt, analytics 

• EAN enabled control 
         DER co-optimization, frequency reg 

Contact: Michael Enescu, co-founder CEO, enescu@alumni.caltech.edu 
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Bus injection model

i j k
zij = yij

-1

admittance matrix: 

Yij :=

yik

k~i

å       if  i = j

-yij         if  i ~ j

0            else

ì

í

ï
ï

î

ï
ï

s j

graph G: undirected

Y specifies topology of G and

impedances z on lines



Yj =  Y He je j

T

Bus injection model

Power flow problem:

Given            find Y, s( ) V V

In terms of :V

s j =  tr Yj

HVV H( )          for all  j

isolated solutions



min              tr CVV H( )
over             V, s( )

subject to     s j   £   s j  £   s j             V j  £  |Vj |  £   V j

                    s j  =  tr Yj

HVV H( ) power flow equation

OPF: bus injection model

gen cost,

power loss



power flow equation

OPF: bus injection model

min              tr CVV H( )
over             V, s( )

subject to     s j   £   s j  £   s j             V j  £  |Vj |  £   V j

                    s j  =  tr Yj

HVV H( )

gen cost,

power loss



min            tr CVV H

subject to   s j   £   tr YjVV H( )  £   s j         v j  £  |Vj |2  £   v j

  

nonconvex QCQP

(quad constrained quad program)

OPF: bus injection model



Semidefinite relaxations of OPF

relaxation model first proposed first analyzed

SOCP BIM Jabr 2006 TPS

SDP BIM Bai et al 2008 EPES Lavaei, Low 2012 TPS
Bose et al 2011, 2015
Zhang, Tse 2011, 2013
Sojoudi, Lavaei 2012

Chordal BIM Bai, Wei 2011 EPES
Jabr 2012 TPS

Molzahn et al 2013 TPS
Bose et al 2014 TAC

SOCP BFM Farivar et al 2011 SGC
Farivar, Low 2013 TPS

Farivar et al 2011 SGC
Farivar, Low 2013 TPS
Gan et al 2012, 2014

Chordal
unbalanced

BFM Gan, Low 2014 PSCC Gan, Low 2014 PSCC

Tutorial with extensive refs:

Low. Convex relaxation of OPF (I, II), IEEE Trans Control of Network Systems, 2014



Basic idea

V

Approach

1. Three equivalent characterizations of V 

2. Each suggests a lift and relaxation

• What is the relation among different relaxations ?

• When will a relaxation be exact ?

min            tr CVV H

subject to   s j   £   tr YjVV H( )  £   s j         v j  £  |Vj |2  £   v j

  

V



min            tr CW

subject to   s j £ tr YjW( ) £ s j         vi £ Wii £ vi

                  W ³ 0,   rank W =1

Equivalent problem: 

Feasible set & SDP

convex in W

except this constraint

quadratic in V

linear in W 

min            tr CVV H

subject to   s j   £   tr YjVV H( )  £   s j         v j  £  |Vj |2  £   v j

  



Equivalent feasible sets

QCQP: n variables 

V:= V: quadratic constraints  { }

W
+

V

W

idea:  W = VV H

SDP: n2 vars !



Equivalent feasible sets 

idea:  W = VV H

idea:  Wc(G) = VV H  on c(G)( )



Equivalent feasible sets 

idea:  W = VV H

idea:  Wc(G) = VV H  on c(G)( )



Equivalent feasible sets 

idea:  W = VV H

idea:  Wc(G) = VV H  on c(G)( )

idea:  WG = VV H  only on G( )



Equivalent feasible sets 

idea:  W = VV H

idea:  Wc(G) = VV H  on c(G)( )

idea:  WG = VV H  only on G( )



Cycle condition

Ð WG[ ]
jk

cycle

cond

local

global



Equivalent feasible sets

V W Wc(G )
WG

Bose, Low, Chandy Allerton 2012

Bose, Low, Teeraratkul, Hassibi TAC2014

Theorem: V º W º Wc(G) º WG



Equivalent feasible sets

V W Wc(G )
WG

Theorem: V º W º Wc(G) º WG

Given                                                  there is

unique completion                and unique 

WG Î WG   or  Wc(G) Î Wc(G)

W Î W V Î V

Can minimize cost over any of these sets, but …



Equivalent feasible sets 



W
+ Wc(G )

+

Relaxations

WG

+

V W Wc(G )
WG

Theorem

◼ Radial G : 

◼ Mesh G : 

VÍW
+ @ Wc(G )

+ @ WG

+

VÍW
+ @ Wc(G )

+ ÍWG

+

Bose, Low, Chandy Allerton 2012

Bose, Low, Teeraratkul, Hassibi TAC2014



W
+ Wc(G )

+

Relaxations

WG

+

V W Wc(G )
WG

Theorem

◼ Radial G : 

◼ Mesh G : 

VÍW
+ @ Wc(G )

+ @ WG

+

VÍW
+ @ Wc(G )

+ ÍWG

+

For radial networks: always solve SOCP !



Recap: semidef relaxations

OPF

min
V

  C(V )   subject to  V Î V

G



SOCP more efficient than SDP

Relaxations are exact in all cases
• IEEE networks: IEEE 13, 34, 37, 123 buses (0% DG)

• SCE networks 47 buses (57% PV), 56 buses (130% PV)

• Single phase; SOCP using BFM
• Matlab 7.9.0.529 (64-bit) with CVX 1.21 on Mac OS X 10.7.5 with 2.66GHz Intel Core 2 

Due CPU and 4GB 1067MHz DDR3 memory 



exactness

OPF: extensions

distributed
OPF

Kim, Baldick 1997

Dall’Anese et al 2012

Lam et al 2012

Kraning et al 2013

Devane, Lestas 2013

Sun et al 2013

Li et al 2013

Peng, Low 2014

moment/SoS,
based

relaxation

Molzahn, Hiskens 2014

Josz et al 2014

Ghaddar et al 2014

multiphase
unbalanced

Dall’Anese et al 2012

Gan, Low 2014

semidefinite 
relaxations

applications

B&B,
rank min,

QC relaxation, 

Phan 2012

Gopalakrishnan 2012

Louca et al 2013

Hijazi et al 2013

ext refs in Low

TCNS 2014

Louca et al 2014



Outline

Overview & challenges

Optimal power flow (OPF)

Frequency regulation
◼ load-side participation

◼ algorithm design and stability

Applications



2011 Southwest blackout

(1 min)

◼ All buses synchronized to same nominal frequency 
(US: 60 Hz; Europe: 50 Hz)

◼ Supply-demand imbalance ➔ frequency fluctuation

Motivation



Imagine when we have 33%+ 

renewable generation …

(1 min)

(10 min)

Motivation



Frequency control

sec min 5 min 60 min

primary
freq control

secondary 
freq control

economic
dispatch

Traditionally done on generator-side

◼ primary: rebalance power, resynchronize freq

◼ secondary: restore nominal freq & inter-area 
flows

◼ tertiary (EC): maximize economic efficiency



Why load-side participation

sec min 5 min 60 min

primary
freq control

secondary 
freq control

economic
dispatch

Ubiquitous continuous load-side control can 
supplement generator-side control

◼ faster (no/low inertia)

◼ no extra waste or emission

◼ more reliable (large #)

◼ better localize disturbances

◼ reducing generator-side control capacity



What is the potential

1

  

Abstract— This paper addresses design considerations for 

frequency responsive Grid FriendlyTM appliances (FR-GFAs), 

which can turn on/off based on frequency signals and make 

selective low-frequency load shedding possible at appliance level.  

FR-GFAs can also be treated as spinning reserve to maintain a 

load-to-generation balance under power system normal operation 

states.  The paper first presents a statistical analysis on the 

frequency data collected in 2003 in Western Electricity 

Coordinating Council (WECC) systems. Using these frequency 

data as an input, the triggering frequency and duration of an FR-

GFA device with different frequency setting schemes are 

simulated.  Design considerations of the FR-GFA are then 

discussed based on simulation results.  

 
Index Terms—Grid FriendlyTM appliances, load frequency 

control, load shedding, frequency regulation, frequency response, 

load control, demand-side management, automated load control. 

I. INTRODUCTION 

RADITIONALLY, services such as frequency regulation, 

load following, and spinning reserves were provided by 

generators.  Under a contingency where the system frequency 

falls below a certain threshold, under-frequency relays are 

triggered to shed load to restore the load-to-generator balance.  

In restructured power systems, the services provided may be 

market based.  Because load control can play a role very 

similar to generator real power control in maintaining the 

power system equilibrium, it can not only participate in under-

frequency load shedding programs as a fast remedial action 

under emergency conditions, but also be curtailed or reduced 

in normal operation states and supply energy-balancing 

services [1][2][3].  

Grid FriendlyTM appliances (GFAs) are appliances that can 

have a sensor and a controller installed to detect frequency 

signals and turn on or off according to certain control logic, 

thereby helping the electrical power grid with its frequency 

control objectives. Refrigerators, air conditioners, space 

heating units, water heaters, freezers, dish washers, clothes 

washers, dryers, and some cooking units are all potential 

GFAs.  Survey [4] shows that nearly one-third of U.S. peak 

 
This work is supported by the Pacific Northwest National Laboratory, 

operated for the U.S. Department of Energy by Battelle under Contract DE-

AC05-76RL01830. 

N. Lu and D. J. Hammerstrom are with the Energy Science and Technology 

Division, Pacific Northwest National Laboratory, P.O. Box 999,  MSIN: K5-20, 

Richland, WA - 99352, USA (e-mail: ning.lu@pnl.gov, 

donald.hammerstrom@pnl.gov) 

load capacity is residential (Fig. 1a).  The residential load can 

be categorized into GFA and non-GFA loads. Based on a 

residential energy consumption survey (Fig. 1b) conducted in 

1997, 61% of residential loads are GFA compatible. If all 

GFA resources were used, the regulation ability of load would 

exceed the operating reserve (13% of peak load capacity) 

provided by generators.   

 
(a) 

 
(b) 

Fig. 1. (a) Load and reserves on a typical U.S. peak day, (b) Residential load 

components. [4] 

Compared with the spinning reserve provided by 

generators, GFA resources have the advantage of faster 

response time and greater capacity when aggregated at feeder 

level.  However, the GFA resources also have disadvantages, 

such as low individual power load, poor coordination between 

units, and uncertain availabilities caused by consumer comfort 

choices and usages. Another critical issue is the coordination 

between regulation services provided by FR-GFAs and 

generators. Therefore, whether FR-GFAs can achieve similar 

regulation capabilities as generators is a key issue to be 

addressed before one can deploy FR-GFAs widely.   

As a first step to evaluate the FR-GFA performance, a 

research team at Pacific Northwest National Laboratory 

(PNNL) carried out a series of simulations which focused on 

studying the individual FR-GFA performance to obtain basic 

operational statistics under different frequency setting 

Design Considerations for Frequency 

Responsive Grid Friendly
TM

 Appliances 

Ning Lu, Member, IEEE and Donald J. Hammerstrom, Member, IEEE 

T
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under emergency conditions, but also be curtailed or reduced 
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Grid FriendlyTM appliances (GFAs) are appliances that can 
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signals and turn on or off according to certain control logic, 
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heating units, water heaters, freezers, dish washers, clothes 

washers, dryers, and some cooking units are all potential 

GFAs.  Survey [4] shows that nearly one-third of U.S. peak 

 
This work is supported by the Pacific Northwest National Laboratory, 

operated for the U.S. Department of Energy by Battelle under Contract DE-

AC05-76RL01830. 

N. Lu and D. J. Hammerstrom are with the Energy Science and Technology 

Division, Pacific Northwest National Laboratory, P.O. Box 999,  MSIN: K5-20, 

Richland, WA - 99352, USA (e-mail: ning.lu@pnl.gov, 

donald.hammerstrom@pnl.gov) 

load capacity is residential (Fig. 1a).  The residential load can 

be categorized into GFA and non-GFA loads. Based on a 

residential energy consumption survey (Fig. 1b) conducted in 

1997, 61% of residential loads are GFA compatible. If all 

GFA resources were used, the regulation ability of load would 

exceed the operating reserve (13% of peak load capacity) 

provided by generators.   
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(b) 

Fig. 1. (a) Load and reserves on a typical U.S. peak day, (b) Residential load 

components. [4] 

Compared with the spinning reserve provided by 

generators, GFA resources have the advantage of faster 

response time and greater capacity when aggregated at feeder 

level.  However, the GFA resources also have disadvantages, 

such as low individual power load, poor coordination between 

units, and uncertain availabilities caused by consumer comfort 

choices and usages. Another critical issue is the coordination 

between regulation services provided by FR-GFAs and 

generators. Therefore, whether FR-GFAs can achieve similar 

regulation capabilities as generators is a key issue to be 

addressed before one can deploy FR-GFAs widely.   

As a first step to evaluate the FR-GFA performance, a 

research team at Pacific Northwest National Laboratory 

(PNNL) carried out a series of simulations which focused on 

studying the individual FR-GFA performance to obtain basic 

operational statistics under different frequency setting 

Design Considerations for Frequency 

Responsive Grid Friendly
TM

 Appliances 

Ning Lu, Member, IEEE and Donald J. Hammerstrom, Member, IEEE 

T US:

operating reserve:  13% of peak

total GFA capacity: 18%

Lu & Hammerstrom (2006), PNNL

• Residential load accounts

 for ~1/3 of peak demand

• 61% residential appliances

     are Grid Friendly



How 

How to design load-side frequency control ?

How does it interact with generator-side 
control ?



Literature: load-side control

Original idea

◼ Schweppe et al 1979, 1980

Small scale trials around the world

◼ D.Hammerstrom et al 2007, UK Market Transform 
Programme 2008

Numerical studies 

◼ Trudnowski et al 2006, Lu and Hammerstrom 2006, 
Short et al 2007, Donnelly et al 2010, Brooks et al 
2010, Callaway and I. A. Hiskens, 2011, Molina-Garcia 
et al 2011

Analytical studies

◼ Zhao et al (2012/2014), Mallada et al (2014), Zhao 
and Low (2014)

◼ Simpson-Porco et al 2013, You and Chen 2014, Zhang 
and Papachristodoulou (2014), Zhao, et al (2014)



Network model

i

Pi

m

generation

di + d̂i

loads: 
controllable + uncontrollable

i : region/control area/balancing authority

j

xij

branch power

Pij



Dynamic model

generator bus:  real power injection



Dynamic model

generator buses: 

primary control  pi

c(t) = pi

c wi (t)( )

e.g. freq droop  pi

c wi( ) = -biwi



Dynamic model

load bus: controllable load

how to design controller di(t) ?

Proposed approach

◼ formalize control goals as OLC

◼ derive distributed control as primal-dual alg



Load-side controller design

Control goals

◼ Rebalance power

◼ Stabilize frequency

◼ Restore nominal frequency

◼ Restore scheduled inter-area flows

Zhao, Topcu, Li, 

Low

TAC 2014

Mallada, Zhao, Low 

Allerton, 2014



Optimal load control (OLC)

min
d,d̂,P,v

      ci di( ) +  
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in steady state: virtual = real flows

BCTv = P

key idea: “virtual flows”

BCTv

demand = supply
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Optimal load control (OLC)

min
d,d̂,P,v
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s. t.        Pm - (d +  d̂) = CP

             Pm -   d         = CBCT v

                     ĈBCT v = P̂

                 P £ BCT v £ P

restore nominal freq

in steady state: virtual = real flows

BCTv = P

restore inter-area flow

respect line limit

demand = supply



Distributed load control

load control: di (t) := ci

'-1 wi (t)+ li (t)( )é
ë

ù
ûd i

di

local frequency deviation

measured locally at load

virtual frequency

computed locally based 

on neighborhood comm

network dynamics + active load control 

= first-order primal-dual algorithm for OLC
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Theorem

 Every closed-loop equilibrium solves 
OLC and its dual

Load-side control works

qi

* -q j

* <
p

2

Suppose 

 Any closed-loop equilibrium is (locally) 
asymptotically stable provided

pi

c w( ) - pi

c w*( ) £ Li w -w*

near w*  for some Li < Di



Primary control
• Can replacing gen-side control 

     with load-side control 

• Load-side participation improves

     transient and steady state

PSS 39-bus, same control capacity

Primary frqueny control 

PSS 14-bus, same control capacity

Secondary frequency control



Forward-engineering design facilitates

◼ explicit control goals

◼ distributed algorithms

◼ stability analysis

Load-side frequency regulation

◼ essential as renewable replaces thermal gen

◼ improves generator-side control

Recap



Outline

Overview

Optimal power flow (OPF)

Frequency regulation
◼ problem formulation

◼ semidefinite relaxations

◼ exact relaxation

Applications



Theoretical foundation
semidefinite relaxations of OPF

2012 2013 2014 2016

Algorithm design
unbalanced OPF, distributed OPF

Implementation & T2M
IoT gateway, testbed, field test

2015

OPF research



IoT gateway prototype
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cloud

OPF

freq control

George Lee
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Figure 7:The architecture ofourdistributed controller(softw are prototype forD ER optim ization).

1. C om m unication m odule thatinteracts w ith the environm entusing open standards.

2. Learning and estim ation m odule thattakesreal-tim e m easurem ents,database updatesand forecastsfrom the
com m unication m odule asthe inputand learns m odelparam eters and estim ates currentnetw ork state.

3. D ER optim ization m odule thatim plem ents the optim ization and controlalgorithm derived in firsthalf of
Phase I.

E xperim ental setup. To test, evaluate, and dem onstrate the prototype, w e w ill build a grid sim ulator, based
on PN N L’s G ridLab-D sim ulator. The G ridLab-D sim ulator is designed specifically for distribution grids w hich
are m ultiphase and have unbalanced loads. The overalltestbed design is show n in Figure 8(a). The distributed
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Figure 8: (a)The architecture ofthe overalltestbed. (b)Senario generator forevaluating and dem onstrating the
prototype.

controller thatim plem ents ourD ER optim ization softw are w illtreatthe grid sim ulator as the reality. Itreceives
real-tim e m easurem ents and slow er-tim escale updates,learns m odelparam eters and estim ates the netw ork state,
com putes a controlcom m and,and passes itdow n to the grid sim ulation forim plem entation. Separately the con-
trollerand the grid sim ulatorsend real-tim e data analytics forvisualization and debugging.They also store data in
a cloud database forfuture use.
The netw ork sim ulator (see Figure 8(b)) builds on PN N L’s G ridLab-D w hich is event-driven. B ased on the

sim ulation scenario,the distributed controllerissuesa com m and thatprom ptsG ridLab-D sim ulation to progressto
the desired tim estep and then paus.N etw ork state inform ation isthen sentto the distributed controller,w hich then
updates itsm odel,com putes the nextcontrolaction,and the cycle repeats.
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Tech-to-market

2 T he m arketopportunity

2.1 M arketopportunity and drivers

The m arketopportunity thatw e are pursuing is created by tw o pow erfulglobaltrends. The firstis the grow th
of Internetof Things (IoT)–appliances,equipm ent,sensors,com puting and storage devices,and actuators that
are connected to the Internet(e.g.[1]).C isco claim s thatthe num berofInternet-connected “things”exceeded the
num berofpeople on earth in 2008,and,by 2020,theplanetw ith beenveloped in 50 billion IoT objects,them ajority
ofw hich w illbe in electric grid com ponents and applications;see Figure 1(a).The adoption rate is 5x fasterthan
thatofelectricity and telephony!JustasInternethasgrow n into a globalplatform forinnovationsforcybersystem s
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Majority M2M connections = Transportation + Utilities (2014-2024) 

 

(b) M 2M connection grow th

Figure 1: (a) The grow th of IoT devices has reached a tipping point. (b) U tilities have the largest num ber of
m achine-to-m achine (M 2M )connections am ong allIoT application sectors.

in thelast20 years,according to D ukeEnergy and otherutilities,IoT w illbecom e thenew platform forelectric grid,
forinnovationsin cyber-physicalsystem s.M ostdata w illbe generated atnetw ork edges.A n im portantim plication
on com puting isthat,instead ofbringing data acrossthe netw ork to applicationsin the cloud,w e w illneed to bring
applications to data. D istributed analytics and control w illbe the dom inant paradigm in such an environm ent,
because a centralized approach w illbe hard to scalable in term sofresponsiveness,robustness,com m unication and
com putation [2]. A s show n in Figure 1(b),energy is the largestapplication forIoT deploym ent: m ore than 50%
ofallm achine-to-m achine (M 2M )connections in 2014 are in utilities and this is expected to grow rapidly going
forw ard,due to the second globaltrend to w hich w e now turn.
W e are atthe cusp of a historic transform ation of our energy system s. The second trend is the accelerating

penetration ofdistributed energy resources (D ER )around the w orld,driven by econom ic,environm ental,societal
and politicalforces.These D ER include photovoltaic (PV )panels,w ind turbines,electric vehicles,storage devices,
sm artappliances,sm artbuildings,sm artinverters,and otherpow erelectronics.Theirgrow th isdriven by the need
to upgrade aging infrastructures and the desire to drastically reduce greenhouse gas em ission through renew able
generations.Itis supported by governm entpolicies and incentive program s w orldw ide as w ellas falling prices of
various technologies. The industry is actively evaluating the im pacts ofD ER,especially distributed generations
(D G ),on the distribution and transm ission grid and looking for technologies,business m odels,and policies to
ensure its seam less integration.A sw e w illexplain in detailbelow ,EA N’saddressable m arketis partofthe sm art
grid softw are and services m arket.The size ofthis m arketis about$10B in 2014 (see below ).Itis largely driven
by the grow th ofsm arthom es and dem and response (D R )technologies,as illustrated in Figure 2(b)and (c)from
2014 N agivantR esearch reports,asw ellasdistribution autom ation and infrastructure upgrades.
The confluence of these tw o trends points to a future w here there are billions of D ER ,as w ellas sensing,

com puting,com m unication,and storage devicesthroughoutourelectricity infrastructure,from generation to trans-
m ission and distribution to end use. U nlike m ostendpoints today w hich are m erely passive loads,these D ER are
active endpoints thatnotonly consum e,butcan also generate,sense,com pute,com m unicate,and actuate. They
w illcreate both a severerisk asw ellasa trem endousopportunity: a largenetw ork ofD ER introducing rapid,large,
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IoT has been growing

at unprecedented rate

Energy is the largest

application for IoT



Tech-to-market

SG IT software is

already a multi-B

market



Risk: active DERs introduce rapid random

fluctuations in supply, demand, power quality

increasing risk of blackouts

Opportunity: active DERs enables realtime

dynamic network-wide feedback control,

improving robustness, security, efficiency

Caltech research: distributed control of networked DERs  

• Foundational  theory, practical algorithms, concrete 

    applications

• Integrate engineering and economics

• Active collaboration with industry
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