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Abstract 

As  network applications such as electronac commerce 
proliferate, complex communications protocols that employ 
cryptographic building blocks, such as encryption and au- 
thentication, will become more common. W e  view a crypto- 
graphic protocol as a process by which information is trans- 
ferred among some users and hidden from others. The col- 
lusion problem determines whether a subset of users can dis- 
cover, through collusion, the anformntion that is designed to 
be hidden from them after a protocol is executed. Earlier 
we introduced a model for cryptographic protocols arid Its 
collusion analysas, and solved a speciol case of the collusion 
problem. In this paper we present an algoratlirri t l i d  solves 
the general case. 

1 Introduction 

In a recent paper [8] we define and formally analyze a 
new kind of cryptographic property we call collnsion. This 
is motivated by our earlier work [9] and [LO] in which we de- 
signed multiparty communications protocols to implement, 
anonymous credit cards and healt(1i insurance syst,ems. In 
the anonymous credit card context, for instance, the prot,o- 
col uses standard cryptographic techniqnes to hide different, 
pieces of transaction information from different, parties so 
that at  the end of a credit card transaction, no single party 
except the cardholder can associate the cardholder’s iden- 
tity with where or what she purchases. Moreover it takes all 
but one party to collude in order to compromise the card- 
holder’s privacy. For our purposes, a cryptographic protocol 
is a process by which some information is transferred among 
some users and hidden from others. The collusion problem 
determines whether it is possible for a subset of users to 
discover, through collusion, the information that, is to be 
hidden from them after a protocol has been execiit(ec1. 

It is not always possible for two users to collude. In order 
to collude they might have to share a common, unique piece 
of information pertaining to the protocol run. This might be 
necessary because, in practice, the sender and the receiver, 
such as banks in the anonymous credit card context, may 
have exchanged a large number of messages corresponding 
to different protocol runs within a short, time interval. In 
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order to combine their knowledge perhining to a particular 
protocol run, they need to share a unique link pertaining 
to that run. There are two possible such links: 1) a unique 
message that is exchanged during that) protocol run, or 2) 
a unique piece of data, e.g, two banks may have the unique 
social security number of a customer and hence can combine 
their knowledge about t,he cust,omer. 

In [8] we solve the collusion problem for the special case 
where collusion is only allowed bet,ween t,wo colluders s1ia.r- 
ing unique messages. In this paper we solve the geiieral case 
where collusion ca.n also occur if they share unique dat,a.. 
The formulation here includes tlie specia.1 case in which t,lie 
only prerequisit,e for collusion is t h t ,  t)lie colluders know each 
other; see $2. 

Cryptogra.pliic protocols are iiotorioiisly 1ia.rd to design 
and their correctness is liarder to prove [ 171. Numerous 
cryptographic protocols have been published a.nd Mer  fouiicl 
to contain security flaws, see, e-g. ,  [14, 2 ,  15, 18, 16, 11, 13, 
11. As surveyed in [I31 these oftfen subtle failures do not, 
require eroding tlie integrity of the iuiderlying cryptoalgo- 
rithm and hence are weaknesses of the protocols. Tradi- 
tionally the soundness of a cryptographic prot,ocol is evd- 
uated by having expert,s attempt, to fincl  fla.ws iii the pro- 
tocol. When flaws are fonnd the prot,ocol is oft,en motlified 
and then the cycle repeats. Examples abound in the litler- 
at,ure t,hat have survived extensive a.ncl irit,ensive scrutiny, 
only to have been shown later t,o contain a protocol fa.& 
we. They clearly deriioiist,rate the need for formal met81i- 
ods to verify crypt,ographic properties of protocols; see e.g. 

In $2, we present, our model and problem statement. 111 
$3 we review the special ca.se wliere collusion is allowed only 
between two colluders sha.ring unique messages. The solu- 
tion illustrates the st,ructrure of the problem a.nd leads to 
t,he solution for the general case when collusion is allowed 
between colluders sliaring uiiique da.t,a as well. This is ex- 
plained in $4. Due to spa.ce limit,, we omit, all proofs, wliich 
can be found in tlie full version of this paper. 

[4, 3 ,  1, 6, 12, 7, 111. 

2 Model and Problem Formulation 

In this section we present, our model aiid formulate the 
collusion proldem. 
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2.1 Notation 

We use (yj , j E J )  to denote a vector with components y j ,  
j spanning the index set J; the j t h  component, yj  is some- 
times denoted y.j. For any set, A ,  IAl denotes the number 
of elements in A ,  2 A  denotes the collection of subsets of A ,  
and A* denotes its Kleen closure. 

If d is a piece of data and k is a cryptographic key, then 
k ( d )  denotes the encryption of d with k .  A string k ,  . . . kl 
represents successive application of keys k l ,  . . . , k ,  in order. 
We use E to denote the identity key: for any piece of data 
d ,  c ( d )  = d .  

For any key k ,  k - l  denotes its inverse with the cancel- 
lation rule k-’ k = k k-’ = E .  For example, The keys k 
and k-’ are identical in secret-key cryptosystems, but not 
in public-key cryptosystems. When we refer to a string 7 of 
keys, we always assume that y is in reduced form that can- 
not be further simplified by application of the cancellation 
rule. 

A transition system is a triple 0 = (Q, C ,  6), where Q is 
a set of states, C is a finite set of transition labels, and 6 : 
Q x C -+ Q is a transition (partial) function. For example, a 
finite state machine is a special transition system in which Q 
is finite. A path is a sequence of transitions. A concatenation 
of two paths p1 and p2 is denoted p1 . p2. 

2.2 Model 

A protocol is executed by a set of users who exchange in- 
formation by transmitting messages. The users who can use 
the information is controlled by encrypting the information 
with a set of keys. In each step of the protocol a sender 
transfers a message to a receiver. The message is encrypted 
by a string of keys and may contain pieces that the receiver 
can decrypt, those that it cannot decrypt, as well as keys 
that can decrypt part of its current information. Each mes- 
sage is made unique to prevent replay attack. We refer to a 
message by a unique message number. The receiver’s knowl- 
edge is increased by the content of the message. Moreover, 
the sender and the receiver now share a unique message 
that can be used for collusion purposes, as we will see be- 
low. A user’s knowledge is the set of information and the 
set of messages that it possesses, and is modified as proto- 
col proceeds. The protocol specifies all possible sequences of 
message exchanges that are allowed and the evolut,ion of the 
users’ knowledge. Protocol execution terminates when the 
users’ knowledge reaches a certain prespecified patlt,ern. For 
example, in an on-line payment protocol, e.g. [ 5 ,  93, execii- 
tion is complete when the store receives confirmatmion from 
its bank that funds has been transferred from the customer 
account to the store’s account. 

We are interested in whether a subset of protocol users 
can discover, during or after the protocol’s execution, the in- 
formation that is being hidden from them. They discover the 
hidden information by combining the information that, they 
possess. Combining the information is modeled as sending 

additional messages among the subset of users we call col- 
luders. We now make these notions precise. 

Collusion is carried out, in an enuirorament described by 
the 5-tuple (U,, D ,  I - ,  U,, L )  where 

1. U, is a finite set of protocol users; 

2. D is a finite set of data; 

3. I< is a finite set, of cryptographic keys, including the 
identity key E ;  

4. U, U, is a set, of colluders; 

5. L E U, U DU I< is a set, of information that determines 
whether two colluders can colliide; see condition (2) 
below. 

Define the inforinotion set as the set of every possible 
encryption and clear text combination of every piece of in- 
formation in the system: 

I := Ii-*(U, U D U I i )  

For example, if d E U, U D U I< and ki E I-, then d ,  k l ( d ) ,  
k 2 k l ( d ) ,  k l k 2 k l ( d )  are all in I .  

If A = { k - ’ , k ( d ) }  then the key k-’ can be used to de- 
crypt k ( d )  and hence A is ‘equivalentj to’ { k ,  d } .  In general 
if A c I then A can be reduced to an ‘equivalent’ set, by 
repeated application of the cancellat$ion rule. We abstract#ly 
describe this transformation by the function A : 2’ -+ 2’. 
A represents the decrypt,ion of a set, A c I of informatrion 
by the keys included in A such that, if k l . .  . k , ( d )  E A(A) 
then kF1  # A(A).  

The knoudedge set is the combina.tion of the messages and 
information: 

where N is the set of unique message identifiers and I is trhe 
information set. An element, 7u = ( c u . N , w . I )  of W repre- 
sents a user’s knowledge. It, has ttwo components: the first 
component w . N  N represents all the messages the user 
has seen, and the second component w.1 C_ I represents all 
the information the user knows. User U ’ S  knowledge is de- 
noted w, € W .  We naturally assume that U € P U , , . ~  for all 

As colluders in U, collude by exchanging messages, t,heir 
knowledge is modified. This evolution is modeled by a tran- 
sition system 0 = (Wlucl, E, 6). Here, a stfate TU = (w,,, U E 
U,) in Wlc’cl is the knowledge of all colluders. An event 
U = ( s , ~ )  in C := U, x U, describes the transfer of t8he 
sender’s complete knowledge wS to the receiver T to attempt, 
to extract the hidden information at, the receiver. The tran- 
sition function 6 describes the transformation of colluders’ 
knowledge as a result, of the message exchange, as elaborat(ec1 
next. 

As explained in $1 in order for two colluders s and r to 
collude, not only must, the sender s know the receiver T ,  they 
must, also share a unique message that is exchanged during 

‘11 E u p .  
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that protocol run, or a unique piece of data in L.  Formally 
for each state w = (wu,  U E U,) and event U = (s, r ) ,  the 
transition d(w, U )  is defined if and only if r E w,.I and at 
least one of the following conditions is satisfied: 

If L = U, then since U E wu for all U ,  r E ws.I  implies con- 
dition (2). Hence the above conditions reduce to the special 
case in which collusion is allowed as long as the sender s 
knows the receiver r .  

When the current state is w = (wu,  U E U,) and a transi- 
tion D = (s, r )  is made, the receiver's knowledge is expanded 
to include that of the sender. The next state, w' := d(w, U ) ,  

is defined by: 

We call an event U = (s, r )  in C enabled in state ui if 
the transition d(w,u)  is defined; we often say that U is en- 
abled when the state from which the transition is made is 
understood. A path is valid if every transition on the path 
is enabled. 

Note that the set of users that can collude can increase 
as users collude and information is combined. For instance, 
a sender can have encrypted information that includes the 
identity of a user and a unique piece of data that the sender 
and that user shares, and a receiver may have the key to 
decrypt that information. After the sender transfers its in- 
formation to the receiver, the receiver cam collude witjh the 
user that was hidden in the encrypted information. 

We summarize our model in the following definition. The 
transition system 0 describes all the possible sequences 
of message exchanges among the colluders and how their 
knowledge evolves as collusion proceeds. 

Definition 1 Given an environment ( U p ,  D, I<, U,, L ) ,  a 
collusion system is the (unique) transition system 0 = 
(Wlucl, C ,  a) defined above. 

2.3 Problem formulation 

The collusion problem is to determine if a subset, of 
users can combine their information, by passing messages, 
and extract the hidden information after or during a pro- 
tocol's execution. Suppose we have a. collusion syst,em 

Collusion problem 
Given an initial state w(0) E Wlucl and a target set of unen- 
crypted information T U p u D u K ,  does there exists a valid 
path p in 0 that starts in w(0) and terminates in a state 
w(p) in which a colluder c E U, knows T ,  i.e., wc(p).I  2 T? 

We call the valid path p in the definition of the collusion 
problem a collusion path. 

0 = ( W y  C J ) .  

3 Special case: collusioii on unique mes- 
sages only 

In this section we consider the special case in which 
L = 4 ,  i.e., two users can collude only if they share a unique 
message that was exchanged during the protocol run (condi- 
tion (1)). This problem is solved in [8]. Here we review the 
main results there tlhat illustrate the structure of the prob- 
lem. The general case will be treated in the next section. 

For the rest of this sectoin, fix an environment 
(Up ,  D,  K ,  U,, L )  where L = 4, an initial state w(0) and 
a target information set T .  It turns out that, to solve the 
collusion problem, it is necessary and sufficient to find a set 
of colluders whose initial information in state w(O), when 
combined, yields T and to find a way for all of them to com- 
municate their information to the same colluder. Moreover, 
such a set of colluders, if exist, must, have exchanged mes- 
sages among themselves in the protocol phase, and hence 
can be determined from the initial state w(0). This pro- 
vides an exact, characterization in t8erms of w(0) of when a 
collusion path exist,s. 

Define F = (U,, E (w(0 ) ) )  as an undirected graph, de- 
pending on the initial statbe w(0), that, describes all the 
events that are initially enabled by condition (1). F con- 
tains all collitders as its nodes. There is an edge ( U ,  w )  in 
E ( w ( 0 ) )  if and only if ( U ,  w )  is enabled in the initial statme 
w(0). 

Theorem 1 The collusion yrobleiii Incis (i solution i f  (id 
only i f  there is (I connected coriiponeint F' = (V, E )  of the 
unrlirected yr(ipin F such that A(U,,Ev ,wtI(0).I) _> T .  

The theorem gives the condition under which the collu- 
sion problem has a solution but it, does not suggests any 
collusion paths. The next result) chrifies the simple st,ruc- 
ture of collnsion paths. 

Theorem 2 The collusion problein /nos a solution i f  ond 
only if there i s  a collusion ycith witli the simple structure 

p = ( U ( ) ,  U ~ ) ( U ~ ,  U Z )  ' ' . (un-l ,  Un) 

where ui (ire (111 distinct. 

These two theorems suggest an algorithm to solve the 
collnsion problem. It, first constructs the graph F that de- 
scribes all events that are initially enabled by condition (1). 
Then it. finds each connected component, F' = (V, E )  of F 
using breadtjh-firstl search while, at) the same time, construct,- 
ing a possible collusion path with the struct>ure given in The- 
orem 2. The path has visited every node in the connected 
component, when the search on tfhats connected component, 
is complete. Hence the last recipient, on the path knows 
the combined knowledge of every colluder in the connected 
component: 

A (Ul'E v %I (0) . I )  

This combined knowledge is t,hen checked to see if it contains 
the target, information set, T .  A collusion path is found if 



it does; otherwise the search is repeated on a different, con- 
nected component of F .  When all connected components 
have been searched without producing a collusioii path, The- 
orem 1 guarantees that none exists. 

4 General case 

When collusion can be enabled by unique data in L as 
well, the condition under which a solution for the collusion 
problem exists is no longer a simple expression as in The- 
orem 1 for the special case, but it can still be determined 
from just the initial state w(0). In this sect,ion we sketch 
an iterative algorithm that verifies if a solut<ion exists. The 
algorithm includes the condition in Theorem 1 as its first 
iteration. 

Consider again the graph F ( 0 )  = (V(O),E(O)), V(0)  := 
U,,  defined in the last section, that describes all the events 
that are enabled in w(0) by shared message, i.e., there is an 
edge ( U ,  U) in E(0)  if and only if ( U ,  U )  sat,isfies condition (1) 
in state w(0).  Note that E(0) does not include ( T L , ~ )  that, 
satisfies only condition (2) but, not, (1) in statme to(0). From 
the last section we know that, 

1. initial knowledge of all colluders in the same connected 
component can be combined, and 

2. this combined knowledge can be transmitted to any  col- 
luder in the connected component. 

The second statement is true since, by const,ruction of t-lie 
path, the last recipient knows the combined knowledge and 
every colluder in the connected component, and hence can 
transmit the combined knowledge to any one of them. 

Suppose F ( 0 )  has k ( 0 )  connect,ed coniponents Fi(0)  = 
(K(O), Ei(O)), i = 1 , 2 ,  ..., k(0). For each connected compo- 
nent Fi (0) define 

Wi (0) := A (Utle v,(o)?~t, (0) . I ) .  

We call K(0) a group of colluders and Wi(0) it!s collective 
knowledge. We identify the connected component, Fi(0)  wit81i 

Theorem 1 implies that, it is not possible to collude across 
two connected components only on unique messages, i.e., if 
collusion is allowed only between ( U ,  U) t,liat, sat,isfies condi- 
tion (1). Hence after colluders in each connected component, 
have already combined their knowledge further collusion caii 
only be enabled by ( U ,  U )  sat,isfying condition (2) for some 
U and v in different connected components. As noted above 
we can assume that U and v know the collective knowl- 
edge of their respective groups. Hence collusion between 
two connected components identified by (K ( O ) ,  Wi(0)) and 
( v j ( O ) ,  Wj(0)) is possible if 

(K(0) ,  Wi(0)). 

Wi(0) n 4 ( 0 )  # 4 (3) 
Wi(0)nWj (O)nL  # 4. (4) 

The first condition says that there is a uj E &(0) that, is 
known to (some colluder in) the group V , ( 0 ) ;  the second 

condition says that, t,lie t,wo groups share a. unique da.ta. in 
L that, enables collusion. 

Note that, the first coiiclitioii implies that, there is a 
U ;  E K(O) which knows some 7 l i  E &(U), but, not) necessar- 
ily vice versa, and t,liiis ui can t,ransmit, it,s complete knowl- 
edge to uj, but not necessarily vice versa. After this trans- 
mission, however, iij also knows 11, and hence can trans- 
mit, the combined knowledge back to ui .  Hence when two 
groups K(0) and Q(0) collude it, is again possible to combine 
t,heir collective knowledge and t,ra.nsmit it, to m y  colluders 
in K(0) U vj(0). 

More generally we can const,ruct> a new graph F(1) = 
(V( I ) ,  E( 1)) from t,he collection of connected components 
of F;(O), i = 1, There are 
k ( 0 )  nodes in V(1),  one defined for each connect,ed com- 
ponent F;(O) and identified wit,h (x (U), Wi(O)), the group 
of colluders in F;(0) and t,lieir collective knowledge. There 
is an undirected edge between t,wo nodes (K (0) , Wi(0)) and 
(vj (0), Wj(0)) if condit,ions (3-4) are satisfied. Undirected 
edges indicate t,liat, it, is possible t,o t,ransmit, the combined 
knowledge A ( Wi (0) U Wj (0)) to either group K (0) or V, (0). 

It is then possible tlo collect, the knowledge of all col- 
luders in a connected component, of the new graph F (1) and 
transmit it, to an?/ colliider in t.he connected component,. Af- 
ter such collusion new user iclelit,it,ies and unique data may 
be revealed which enable further collusion across connect,e:d 
components, and the cycle repeats. 

We summarize out, discussion in the following algorithm 
(sketdi). The result, in t,he previous section for the specia.1 
case is indeed embodied in the first, it,era.t,ion of tlhe algo- 
ri t h i  . 
Algorit 11111 

Input: An initia.1 state 70(0) ancl a t,a.rget, information set, 
T .  
Output: YES if the colliision problem has a solution; N O  

otherwise. 

, k ( O ) ,  of F(O) as follows. 

Const,riict, from 711(0) the uiidirectted graph 
F ( 0 )  = (V(0 ) ,  E ( ( ) ) ) ,  V ( 0 )  = U<:, t,hat describes a.11 
events initially enabled by unique messages. 

Construct, connected components Fi (0) = (14 (U), 
Ei(O)) of F(O) ,  i = 1, . . . , k(0). Identify each 
connect,ed component, Fi (0) with tfhe pair 
(K (0) , Wj (0)) where Wi (0) := A(u,,~,(,,) I U . ~ ~  (0) . I ) .  

If there is a connected component, Fi(0) with 
Wz(0) _> T ,  then Return YES. Otherwise set, ri = 0. 

Constmct, undirected graph F ( n  + 1) = ( V ( n  + l) ,  
E ( n  + 1)) from gra.ph F ( n )  a.s follows. V ( n  + 1) 
contailis k ( n )  nodes, oiie for each connect,ed 
component, Fi(n)  of F ( n , ) .  Each node in V(71+ 1) 
is identified with (V ,  (78) , Wi (11.)) . Two nodes 
( K ( n ) ,  Wj(r1.)) and (&(n), W'i(n)) in V(n  + 1) 
is coiiiiec:t,etl if aid only if Wi ( 7 1 . )  n 14 ( 7 1 )  # 4 
ancl W, ( T I )  n Wj ( 1 1 , )  n L # 4 .  
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If E(" + 1) is empty, Return NO.  

5 .  Construct connected components Fi(n + 1) = 

k ( n  + 1). Identify each connected component, 
Fi(n + 1) with the pair ( K ( n  + l), Wi(n + 1)). 
Here, we abuse notation to use vi(. + 1) 
to denote the constituent colluders 
{ 21 I 21 E Q ( n ) ,  ( Q ( n ) ,  Wj(n)) in Fi(n + 1) }. 

(vi(, + l), Ei(n + 1)) of F ( n  + l), i = 1,. . .) 

W;(n + 1) := A(u,E~,(,+l)zu,,(O).r). 

If there is a connected component F,(n  + 1) 
with Wi(n + 1) _> T, then Return YES. 
Otherwise increment n and goto Step 4. 

6. 

Theorem 3 The algorithm terminates. Moreover it termi- 
nates with YES if the collusion problem has a solution and 
No otherwise. 

The above algorithm can be augmented so that, it, not 
only determines whether a collusion path exists, but also 
constructs one when it does. 
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