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Abstract—Communications networks are traditionally used to bring information together. They can also be used to keep information apart in order to protect personal privacy. A cryptographic protocol specifies a process by which some information is transferred among some users and hidden from others. We show how to implement anonymous credit cards using simple cryptographic protocols. We pose, and solve, a collusion problem which determines whether it is possible for a subset of users to discover information that is designed to be hidden from them during or after execution of the anonymous credit card protocol.

I. INTRODUCTION

In this paper, we describe a way to implement a credit card system that preserves personal privacy using simple cryptographic building blocks. In our system, the organization that extends credit knows a cardholder’s identity and the store knows the purchases. The protocol allows each to perform its function without either knowing both pieces of information. Thus, e.g., spending habits of individuals cannot be compiled, as they routinely are in current systems.

Complex communications protocols employing cryptographic building blocks are being developed not only to communicate, but also to protect privacy, e.g., in broadband networks [17], [18], in mobile networks [6], in electronic commerce [5], [9], [13], and in health insurance systems [12]. We view a cryptographic protocol as a process by which information is transferred among some users and hidden from others. The collusion problem determines whether a subset of users can discover, through collusion, the information that is designed to be hidden from them during or after a protocol’s execution. We have introduced a formal model for collusion analysis, and formulated and solved the collusion problem [8], [10], [11]. The second purpose of this paper is to apply the results to analyze the collusion property of the anonymous credit card protocol. For ease of exposition, we only describe and analyze in detail a subpart of the protocol that constitutes a successful transaction. For a more complete protocol description, the reader can see [9].

Communication networks are traditionally used to bring information together. Here, we use it to keep information apart. In constructing the system, we trust the various parties in the network not to collude with one another to join the information that we are trying to separate. However, our trust is not always warranted in that, either because of human intervention or implementation error, parties may be compromised. The ease with which parties can collude is an indication of how well the system separates the information.

The idea of the anonymous credit card protocol is simple. The credit card company knows the individual and trusts the individual to pay her bills. The credit card company places funds in an anonymous account, in a different bank, and the individual spends funds from this account. When an individual makes a purchase at a store, funds are transferred from the anonymous account to the store’s account. Once the store is convinced that it has been paid, it has no need to know the individual’s identity. Periodically, the bank that maintains the anonymous account bills the credit card company, which bills the individual.

In order to make the system more difficult to break, a double-locked box protocol is used to transfer funds between accounts. The funds are transferred through an intermediary in such a way that neither bank knows the identity of the other, and only the bank that maintains an account knows the account that the funds are transferred into or out of. The user deposits a box in the source account that can only be opened by the intermediary. Inside this box is the name of the destination bank and a second box that can only be opened by that bank. The second box has the name of the account in that bank.

In Section II, we describe the double-locked box and two building block protocols on which the anonymous credit card is built. These protocols assume the existence of a point-to-point protocol that provides certain standard cryptographic functions.

In Section III, we present the anonymous credit card protocol. For simplicity, we ignore many functions that a credit card system performs beyond extending credit and collecting bills. They are addressed in [9].

In Section IV, we briefly review the collusion model introduced in [10] and [11], and then apply it to the analysis of the anonymous credit card protocol. We draw conclusions in Section V.

We close this section by remarking on the anonymous credit card system. The use of intermediaries to hide information is an application of Chaum’s idea in [3], in which an intermediary...
forwards electronic mail between two communicating parties, and hides the sender’s identity from the receiver. There are two differences between the current application and the earlier application of intermediaries. First, the communication in the present system is always between two specific parties, while the earlier system was designed for general communications. The limited communications connectivity makes it reasonable to precalculate all of the boxes that a source may need, instead of using a public-key cryptosystem. Second, because the current system transfers funds between banks, the intermediary must perform the function of the Federal Reserve. The intermediary determines that the source is a valid bank, guarantees the fund’s transfer to the destination, and does the bookkeeping necessary to settle accounts. In the earlier application, the intermediary did not operate on the information between the source and destination.

To date, most work on electronic funds transfer mechanisms that protect a customer’s privacy has been on digital cash mechanisms, e.g., [2], [4], and [16], and the references therein. The anonymous credit card protocol protects a cardholder’s privacy while providing the convenience and security of conventional credit cards. The ability to link purchases and identity in our system may make it reasonable to increase personal privacy in some applications. For instance, one of the major problems in electronic publishing is the ability to copy and redistribute electronic documents. A mechanism that has been proposed in [1] and [7] to discourage redistribution makes each copy of a document unique and associates the document with the original recipient. If illegitimate copies are found, the original recipient can be determined. A problem with this approach is that publishers assemble reading profiles for individuals. A commercial company may consider such profiles very sensitive since it may not want its competitors to know what its employees are reading. If the publishers receive payment for the document with the anonymous credit card, they do not know who received the document. However, if illegitimate copies are located a subpoena can be issued to require the necessary parties to join their information to determine who received the original. The ability to join the identity and purchase when illegal copies are recovered makes it more reasonable to keep the information separate under normal conditions.

II. BUILDING BLOCKS

Our credit card system consists of the following entities: banks, customers, stores, and an intermediary we call the communication exchange. Customers maintain accounts with banks. Banks maintain accounts with the communication exchange; the communication exchange also serves as the Federal Reserve for funds transferred among banks. In the following subsections, we describe two building block protocols on which the anonymous credit card protocol is based. They are used for bank-to-bank communication and customer-to-bank communication.

The system can be based entirely on a symmetric key cryptosystem (e.g., DES) or on a public key cryptosystem (e.g., RSA), or a mix of both. This paper assumes a symmetric key cryptosystem; for a public key implementation, see [9].

A. Notation and Assumptions

The account of a customer or store $X$ at a bank $B$ is denoted $(B, X, KB_{B,X})$. For parties $X$ and $Y$ in the system, $K_{X,Y}$ denotes an encryption key shared only between $X$ and $Y$ in a symmetric key cryptosystem. $K_{X,Y}(m)$ denotes the encryption of a message $m$ with key $K_{X,Y}$. It can be decrypted only by $X$ or $Y$. $K_{X,X}$ denotes a key known only to $X$. Throughout the paper, we use the notation

$$X \rightarrow Y : m$$

(1)

to mean that $X$ sends $Y$ a message whose body is $m$. The header of the message contains $X, Y$ among other things. As will be seen, $m$ is frequently a ciphertext. The concatenation of two messages $m_1$ and $m_2$ is denoted $m_1 \parallel m_2$.

We will describe a protocol informally as a sequence of two-party message exchanges of the form $X \rightarrow Y : m$. We assume that standard cryptographic techniques are used to guarantee that:

1) only the intended receiver $Y$ can decrypt the message $m$ (encrypted with key $K_{X,Y}$);
2) the receiver $Y$ can verify $m$’s integrity and whether it originated with $X$;
3) the sender $X$ knows if $Y$ receives the message correctly;
4) all messages are unique so that a replay attack is not possible.

Given that the underlying cryptosystem is secure, there are techniques in the literature that provide these functions (see, e.g., [14]). For simplicity, provisions for these techniques are not explicit in our notation. In effect, we assume a lower protocol layer that provides such functions. For instance, Property 3 requires that $Y$ sends an acknowledgment to $X$. In order to guarantee that the acknowledgment is generated by the intended receiver, the acknowledgment may be a one-way hash of the message $m$ encrypted with key $K_{X,Y}$. Property 4 can be provided through timestamping or other techniques (see, e.g., [14, pp. 997] and [15]). In order to achieve these characteristics, additional information is implicitly included in messages, and additional exchanges might occur between the source and destination of the message.

B. Double-Locked Box

Central to our system is a device we called a double-locked box. Each bank account has an associated double-locked box. It allows a message or funds to be deposited into that account without the receiving bank and the sender knowing each other, as will be seen.

Suppose a customer $X$ has an account with bank $B_x$, denoted by $(B_x, X)$. The associated double-locked box is constructed as follows. Customer $X$ asks her bank $B_x$ to encrypt her account number and give her the encryption $K_{B_x,B_x}(X)$. As defined in Section II-A, $K_{B_x,B_x}$ is a key known only to $B_x$. $X$ then asks the communication exchange $ce$ to encrypt $[B_x, K_{B_x,B_x}(X)]$ with key $K_{ce,ce}$ known only to $ce$. We call
the resultant encryption a double-locked box of the account and denote it by

\[ \text{DLB}(B_x, X) := K_{ex, ex}[B_x, K_{B_x, B_y}(X)]. \]

Note that \( X \) cannot directly validate the content of \( \text{DLB}(B_x, X) \). In Section II-C, we describe a way for \( X \) to perform such a validation.

If a public key system is used, \( X \) can compute \( \text{DLB}(B_x, X) \) without involving her bank nor \( ex \) provided that she can obtain the appropriate public keys securely. Then, \( K_{X, X} \) in \( \text{DLB} \) should be interpreted as \( X \)'s public key.

Double-locked box is an application of Chaum's idea in [3] to hide a sender's identity from any receiver whom the sender knows and wishes to communicate with. Here, we use it to allow a sender and a receiver to communicate without knowing each other. This is possible because a sender in our system is always given a precomputed box that contains the destination account and, hence, never needs to know the receiver in order to construct the box.

C. Bank-to-Bank Communication

In our system, a bank does not interact with another bank directly, but only through the communication exchange. The first building block protocol allows a bank \( B_x \) to transfer funds and a message from its customer \( X \)'s account \((B_x, X)\) to another customer \( Y \)'s account \((B_y, Y)\) at another bank \( B_y \). After the protocol is executed, the receiving bank \( B_y \) is assured that the transfer originated with a valid bank, but neither bank knows the other.

We assume that every bank \( B \) shares a secret key \( K_{B, ex} \) with \( ex \). The source account \((B_x, X)\) has available the double-locked box \( \text{DLB}(B_x, Y) \) of the destination account. In the following, \( m \) may be null, in which case only funds transfer occurs.

Protocol 1 Bank-to-Bank \((B_x, X), (B_y, Y), S, m\):
1) \( B_x \) encrypts \( \text{DLB}(B_y, Y) \) and \( m \) with key \( K_{B_x, ex} \) shared between \( B_x \) and \( ex \) and sends it to \( ex \):

\[ B_x \rightarrow ex : K_{B_x, ex}( \text{DLB}(B_y, Y), S, m ). \]

2) \( ex \) finds out the source \( B_x \) from the message header, decrypts the body with the shared key, and is assured that the transfer originated with \( B_x \). It decrypts the outer encryption in \( \text{DLB}(B_y, Y) \) to determine the destination bank \( B_y \).

Besides relaying messages, \( ex \) also serves as the electronic Federal Reserve to transfer funds between banks. Every bank has an account at \( ex \); \( ex \) decrements source bank \( B_x \)'s account and increments destination bank \( B_y \)'s account by \( S \).

It encrypts \( m \) and the inner box with key \( K_{B_y, ex} \) shared with \( B_y \), and sends it to \( B_y \):

\[ ex \rightarrow B_y : K_{B_y, ex}( K_{B_x, B_y}(Y), S, m ). \]

Bank \( B_y \) decrypts the inner box \( K_{B_x, B_y}(Y) \) and can associate \( m \) with its intended account \((B_y, Y)\). Assured by \( ex \) that funds has been transferred to its account, \( B_y \) increments account \((B_y, Y)\) by \( S \).

Even though \( B_y \) does not know the source of the message, it is assured by \( ex \) that it originated with a valid bank. In addition, because of the assumptions in Section II-A on the underlying protocol, \( ex \) and \( B_y \) are assured that the messages they receive have not been altered and are not replays of earlier messages. The senders \( B_x \) and \( ex \) are assured that the messages that they have transmitted have been correctly received.¹

D. Customer-to-Bank Communication

The second building block protocol allows \( X \) to send a message \( m \) to her account \((B_x, X)\) from a location \( S \), in a way such that the following hold true: 1) bank \( B_x \) is assured that \( m \) originated with \( X \), 2) \( B_x \) does not know where the message is sent from, and 3) \( S \) does not know where the message is sent to. This protocol is used when \( X \) sends a funds transfer request to her bank from a store and does not want either the store or her bank to know the other.

We assume that every customer \( X \) shares a secret key \( K_{B_x, X} \) with her bank \( B_x \), and the location \( S \) shares a key with \( ex \).

Protocol 2 Customer-to-Bank \([S, B_x, X, m]\):
1) \( X \) encrypts \( m \) with \( K_{B_x, X} \) and gives it to \((\text{the computer at location}) S\) together with \( \text{DLB}(B_x, X) \). \( S \) encrypts them with a key shared with \( ex \) and sends the ciphertext to \( ex \):

\[ S \rightarrow ex : K_{S, ex}( \text{DLB}(B_x, X), K_{B_x, X}(m) ). \]

2) The communication exchange decrypts the outer encryption in \( \text{DLB}(B_x, X) \) and sends the inner box with the encrypted message to \( B_x \):

\[ cx \rightarrow B_x : K_{B_x, ex}( K_{B_x, B_y}(X), K_{B_x, B_y}(m) ). \]

The secret key \( K_{B_x, X} \) assures \( B_x \) that no one but \( X \) could have originated \( m \). The intermediary \( ex \) hides the store and \( B_x \) from each other.

In addition to making purchases at a store, the customer can use this protocol to verify that the double-locked box \( \text{DLB}(B_x, X) \) constructed by \( B_x \) and \( ex \) is correct. \( X \) constructs a message \( m = (n, a) \) where \( n \) is a nonce and \( a \) is the address \( X \) wants a response sent to. \( X \) sends \( m \) to account \((B_x, X)\) using the double-locked box and the customer-to-bank\([S, B_x, X, m]\) protocol. Bank \( B_x \) is to return \( n \) to address \( a \). Since the message \( m \) is encrypted with a secret key that is shared by \( B_x \) and \( X \) the correct response can be returned only if \( \text{DLB}(B_x, X) \) is correct.

¹As discussed in Section II-A, we assume that \( ex \) acknowledges \( B_x \) in Step 1) and \( B_y \) acknowledges \( ex \) in Step 2). If communication in Step 2) is unsuccessful, \( ex \) will either retry until it succeeds or inform \( B_x \) of the failure using some other mechanism.
III. ANONYMOUS CREDIT CARD PROTOCOL

A customer $C$ maintains accounts at two different banks $B_c$ and $B_p$. Bank $B_c$ issues the anonymous credit card and knows the identity of $C$. Bank $B_p$ only manages money that has been deposited in $P$'s account. Since it does not extend credit, bank $B_p$ knows the customer only by the pseudonym $P$. When the accounts are set up, $C$ places $DLB(B_p, P)$ of the anonymous account $(B_p, P)$ in her credit card account $(B_c, C)$; she also places $DLB(B_c, C)$ in her anonymous account $(B_p, P)$. In the following, $P$ and $C$ both refer to the same customer.

At the beginning of a billing period, $B_c$ transfers funds to the anonymous account $(B_p, P)$ using $DLB(B_p, P)$ and the bank-to-bank account $(B_c, C)$; $(B_p, P)$, §1 protocol. Here, §1 is the amount of credit $B_c$ is willing to extend to $C$.

To use these credits to make purchases at a store $S$, $P$ requests bank $B_p$ to transfer funds from account $(B_p, P)$ to the store's account $(B_s, S)$ at possibly another bank $B_s$. We abuse notation to use $S$ to denote both the store and the unique network address (of the point-of-sale terminal) from which $P$ sends her request. The double-locked box $DLB(B_s, S)$ is available at $S$. The steps to make a purchase of amount §3 are as follows.

1) $P$ uses the protocol customer-to-bank[$S, B_p, P, m$] to send a funds transfer request to account $(B_p, P)$. Here, $m = \{\$3, $DLB(B_s, S), K_{B_s,S}(\$3)\}$ contains the amount $\$3$ and destination account $(B_s, S)$. $K_{B_s,S}(\$3)$ binds the amount to a transaction number which will be returned to the store $S$ by $B_s$ as an acknowledgment.

2) $B_p$ deducts $\$3$ from account $(B_p, P)$ and transfers this amount to account $(B_s, S)$ using the protocol bank-to-bank[$(B_p, P), (B_s, S), \$3, K_{B_s,S}(\$3)$].

3) The store's bank $B_s$ deposits the funds into account $(B_s, S)$ and sends an acknowledgment to the address $S$: $B_s \rightarrow S : K_{B_s,S}(\$3)$. The store then releases the merchandise to $P$.

At the end of a billing period, $B_p$ compiles a bill for the anonymous account $(B_p, P)$ by adding up the amount for all purchases in the period. $B_p$ sends it to the credit card account $(B_c, C)$ using protocol bank-to-bank[$(B_p, P), (B_c, C), \$2]$, where $\$2$ is the bill amount. $B_c$ bills $C$ through the conventional billing procedure. When $C$ pays the bill, $B_c$ places additional credits in $(B_p, P)$.

Remarks:

1) After the protocol is executed, the store $S$ knows no more than before, bank $B_c$ only knows the total amount $\$2$ of purchases in the billing period, bank $B_p$ knows the available credit $\$1$ at the beginning of each period as well as the amounts $\$3$ of individual purchases, the store's bank $B_s$ only knows that the purchase amount has been deposited into the store's account, and the communication exchange $cex$ only knows that funds have been transferred among banks.

2) The customer can generate a personalized purchase record at the time of purchase, encrypt it with a secret key known only to her, and send it to her anonymous account $(B_p, P)$ along with the funds transfer request.

At the end of the billing period, these records will be forwarded to $(B_c, C)$ and then to $C$ along with the bill. Other features of conventional credit cards, such as cancelling lost cards or abnormal spending alert, can also be implemented using the building blocks of Section II.

3) The communication exchange logs all messages to create an audit trail in case a dispute arises or for use when an item is returned.

4) If $P$ always deposits cash into the anonymous account $(B_p, P)$ instead of having $(B_c, C)$ transferring funds into it, the customer's identity need not be known to the system. The system then provides complete anonymity.

IV. COLLUSION ANALYSIS

In this section, we analyze the collusion property of the protocol in Sections II and III. For completeness, we first briefly review our model for collusion analysis [8], [10], [11]. Then we apply it to the credit card protocol.

Cryptographic protocols in the literature are typically described in a style similar to that followed in Section II. It spells out the steps involved in a successful transaction but only hints at how errors will be handled. For a more complete description of the anonymous credit card protocol, with minor modifications, see [9]. For ease of exposition, we will only deal with the subpart of the protocol as described in Sections II and III. It is indeed only one of many possible realizations of the complete protocol.

A. Collusion Model

Collusion is carried out in an environment described by the five-tuple $(U_p, D, K, U_c, L)$, where:

1) $U_p$ is a finite set of protocol users;
2) $D$ is a finite set of data;
3) $K$ is a finite set of cryptographic keys, including the identity key $e$;
4) $U_c \subseteq U_p$ is a set of colluders;
5) $L \subseteq U_p \cup D \cup K$ is a set of information that determines whether two users can collude; see Condition (3) below.

Define the information set as the set of every possible encryption and clear text combination of every piece of information in the system

$I := K^* (U_p \cup D \cup K)$

where $K^*$ denotes $K$'s Kleene closure. For example, if $d \in U_p \cup D \cup K$ and $k_i \in K$, then $d, k_1(d), k_2(k_1(d)), \ldots, k_n(k_1(d))$ are all in $I$. Here, a string $k_n \cdots k_1$ represents successive application of keys $k_1, \ldots, k_n$ in order. We assume that encrypting the concatenation of two items is equivalent to two separate encrypted items as far as information is concerned, though they almost always differ in their form. Hence, e.g., $k_2(d_2, k_1(d_1))$ and $k_2(k_2(d_2), k_1(d_1))$ are used interchangeably.

For any key $k$, $k^{-1}$ denotes its inverse with the cancellation rule $k^{-1} k = k k^{-1} = e$, the identity key. For example, The keys $k$ and $k^{-1}$ are identical in secret-key cryptosystems, but not in public-key cryptosystems. Decryption is a function $\Delta : 2^l \rightarrow 2^l$ that is defined by the cancellation rule. For
instance, \(\Delta([k(d)] \cup \{k^{-1}\}) = \{d, k^{-1}\}\). \(\Delta(A)\) represents the decryption of a set \(A \subseteq I\) of information by the keys included in \(A\) such that if \(k_n \cdots k_1(d) \in \Delta(A)\) then \(k_n^{-1} \notin \Delta(A)\).

The knowledge set is the combination of the messages and information
\[
W := 2^N \times 2^I
\]
where \(N\) is the set of unique message identifiers and \(I\) is the information set. An element \(w = (w.N, w.I)\) of \(W\) represents a user’s knowledge. It has two components: the first component \(w.N \subseteq N\) represents all the messages the user has seen, and the second component \(w.I \subseteq I\) represents all the information the user knows.

As colluders in \(U_c\) collude by exchanging messages, their knowledge is modified. This evolution is modeled by a transition system \(\Theta = (W^{U_c}, \Sigma, \delta)\). Here, a state \(w = (w, u \in U_c)\) in \(W^{U_c}\) is the knowledge of all colluders. An event \(\sigma = (s, r)\) in \(\Sigma := U_c \times U_c\) describes the transfer of the sender’s complete knowledge \(w_s\) to the receiver \(r\) to attempt to extract the hidden information at the receiver. The transition function \(\delta\) describes the transformations of colluders’ knowledge as a result of the message exchange, as elaborated next.

It is not always possible for two users to collude. In order for \(s\) to send a message to \(r\), \(s\) must know \(r\), as in the protocol. Sometimes, they also must share a common, unique piece of information pertaining to the protocol run in question. To motivate this requirement, consider as an example an intermediary \(c\) that forwards a piece of data to its recipient \(r\) in order to hide the identity of its sender \(s\) from \(r\):

1. \(s \rightarrow c: k_{cx}(r, k_s(d))\);
2. \(c \rightarrow r: k_r(d)\).

In the above, \(s\) encrypts the (encrypted) data \(k_s(d)\) and the recipient’s identity \(r\) with a key \(k_{cx}\) that can only be decrypted by the intermediary \(c\) and sends them to \(c\) (message 1). The intermediary \(c\) then forwards the encrypted data to \(r\) (message 2), thus hiding the identity of the sender \(s\) from \(r\). Variants of this simple protocol have been the building blocks of large cryptographic protocols to provide privacy in broadband networks [17], [18], in credit card transactions [9], and in mobile networks [6], where traffic volumes are high. After the above steps are carried out, \(c\) knows \(w_{cx} := \{\text{message 1, message 2}, \{s, x, r, k, k_{cx}^{-1}, k_r(d)\}\}\) and \(r\) knows \(w_r := \{\text{message 2}, \{c, r, k_c, k_{cx}^{-1}, d\}\}\). For \(r\) to discover \(s\), \(r\) must learn the information in \(w_{cx}\). In a large system, however, \(c\) may have forwarded a large number of messages to the same recipient \(r\) in a short period of time and they have collected a large number of \(w_{cx}\) and \(w_r\), corresponding to different protocol runs. Moreover, the larger protocol of which the above is only a part can be implemented on a datagram network so that messages from different protocol runs may be interleaved at \(c\). Hence to combine the information in \(w_{cx}\) and \(w_r\) of the same protocol run, \(c\) and \(r\) must share a unique piece of information pertaining to that protocol run. The unique message that is exchanged between \(c\) and \(r\) can be used to pair up \(w_{cx}\) and \(w_r\) that belong to the same protocol run.

Alternatively, two users can collude if they share a unique piece of data in \(L\), e.g., two banks may have the unique social security number of a customer and, hence, can combine their knowledge about the customer.

Formally, for each state \(w = (w_u, u \in U_c)\) and event \(\sigma = (s, r)\), the transition \(\delta(w, \sigma)\) is defined if and only if \(r \in w_s.I\) and at least one of the following conditions is satisfied:

\[
\begin{align*}
&\text{(2)} & w_s.N \cap w_r.N \neq \emptyset \\
&\text{(3)} & w_s.I \cap w_r.I \cap L \neq \emptyset
\end{align*}
\]

Note that if \(L = U_c\), then since \(u \in w_u\) for all \(u, r \in w_s.I\) implies Condition (3). Hence, the collusion prerequisites reduce to the special case in which collusion is allowed as long as the sender \(s\) knows the receiver \(r\).

When the current state is \(w = (w_u, u \in U_c)\) and a transition \(\sigma = (s, r)\) is made, the receiver’s knowledge is expanded to include that of the sender. The next state, \(w' := \delta(w, \sigma)\), is defined by

\[
\begin{align*}
&\text{(4)} & w'_y = w_y, \quad \text{if } y \neq r \\
&\text{(5)} & w'_r.N = w_r.N \cup w_s.N, \quad w'_r.I = \Delta(w_s.I \cup w_s.I).
\end{align*}
\]

We call an event \(\sigma = (s, r)\) in \(\Sigma\) enabled in state \(w\) if the transition \(\delta(w, \sigma)\) is defined. A path is valid if every transition on the path is enabled in the state from which the transition is made.

We summarize our model in the following definition. The transition system \(\Theta\) describes all the possible sequences of message exchanges among the colluders and how their knowledge evolves as collusion proceeds.

**Definition 1:** Given an environment \((U_p, D, K, U_c, L)\), a collusion system is the (unique) transition system \(\Theta = (W^{U_c}, \Sigma, \delta)\) defined above.

The collusion problem is to determine if a subset of users can combine their information, by passing messages, and extract the hidden information after or during a protocol’s execution. Suppose we have a collusion system \(\Theta = (W^{U_c}, \Sigma, \delta)\).

**Collusion Problem:** Given an initial state \(w(0) \in W^{U_c}\) and a target set of unencrypted information \(T \subseteq U_p \cup D \cup K\), does there exist a valid path \(\rho\) in \(\Theta\) that starts in \(w(0)\) and terminates in a state \(w(\rho)\) in which a colluder \(c \in U_c\) knows \(T\), i.e., \(w_c(\rho). I \supseteq T\)?

We call the valid path \(\rho\) in the definition of the collusion problem a collusion path. Though the collusion problem is simply a reachability analysis on the state machine \(\Theta\), given \(w(0)\), the reachable set contains up to \(2^{U_c(U_c+1)}\) states. It is, hence, impractical to do an exhaustive search. In [11], we provide an algorithm that, for the special case where \(L = \phi\), determines whether a collusion path exists, and constructs one when it does, from just the initial state \(w(0)\). In [10], we extend the algorithm to solve the general case where \(L\) can be arbitrary. These results, and a negative result on least cost collusion paths, are proved in [8].

For the anonymous credit card protocol, we are interested to see whether various parties can collude to discover both the identity of the customer and her purchase. For this protocol, we can assume \(L = \phi\), i.e., two users can collude only if
they share a unique message that was exchanged during the protocol run [Condition (2)].

The solution for this special case is completely characterized by the following theorem from [11]. Define $F = (U, E(w(0)))$ as a directed graph, depending on the initial state $w(0)$, that describes all the events that are initially enabled by Condition (2). $F$ contains all colluders as its nodes. There is an edge $(u, v)$ in $E(w(0))$ if and only if $u$ and $v$ have exchanged a message in the protocol run.

**Theorem 1**: As per [11, Theorem 1] follows.

1) The collusion problem has a solution if and only if there is a connected component $F' = (V, E)$ of the directed graph $F$ such that $\bigcup_{u \in V} w_u(0, I) \supseteq T$.

2) The collusion problem has a solution if and only if there is a collusion path with the simple structure

$$
\rho = (u_0, u_1, u_2, \ldots, u_{n-1}, u_n)
$$

where $u_i$ are all distinct.

**B. Anonymous Credit Card Protocol**

We have described the intermediary $cx$ as one logical entity. It can be implemented as one or multiple physical entities. A different program instance will be invoked at the intermediary $cx$ to relay each message. Regardless of whether $cx$ is one centralized entity or implemented as geographically distributed entities, these program instances cannot share information that pertains to a single credit card transaction. This is because, by assumption, the system processes a large number of transactions and $cx$ has no way to tell which program instances correspond to different steps of the same transaction. Hence, we model different invocations of $cx$ separately as $cx_1, \ldots, cx_4$.

We will model the protocol that consists of a subprotocol to place credit of amount $\$1$ into $(B, P)$, one to bill the credit card account $(B, C)$ by an amount $\$2$, and one to make a purchase of amount $\$3$. Specifically, the following executions are modeled: bank-to-bank\{(B, C), (B, P), $\$1\}$ to place credit that involves $cx_1$ (messages 1 and 2), bank-to-bank\{(B, P), (B, C), $\$2\}$ to bill the customer that involves $cx_2$ (messages 3 and 4), customer-to-bank\{(S, B, P, $m\})$ to request funds to be transferred during a purchase that involves $cx_3$ (messages 5 and 6), bank-to-bank\{(B, P), (B, S), $\$3\}, K_{B, B, (n, $3)\}$ that transfers funds that involves $cx_4$ (messages 7 and 8), and finally, the acknowledgment from $B$ to $S$ (message 9).

The environment consists of $(U, D, K, U, c, \phi)$ where

$U = \{C, P, S, B, C, B, c, cx1, cx2, cx3, cx4\}$

$D = \{g, n, \$1, \$2, \$3\}$

$K = \{K_{B, B, B, C}, K_{B, B, B, C}, K_{B, B, c, cx}, K_{B, B, c, cx}, K_{B, c, cx, cx}, K_{B, c, cx, cx}, K_{S, S, c}\}$

$K_{B, B, B, C}, K_{B, c, cx, cx}, K_{S, S, c, S}$

where $g$ are the goods purchased by $C$. Suppose we want to determine whether it is possible after the protocol is executed for any users except $C$ and $P$ to discover both the identity $C$ of the customer and her purchase $g$. Then $U_c = \{S, B, C, B, cx1, cx2, cx3, cx4\}$. The target information set is $T = \{C, g\}$.

The environment uniquely defines a collusion system $\Theta$. The initial state of the transition system corresponds to the knowledge of all colluders after the protocol has terminated. It is given in Table I.

We seek a collusion path in $\Theta$ that starts from the state given in Table I and leads to a state in which at least one user in $U_c$ knows $T$.

Note that solving the collusion problem by exhaustive search on the transition system $\Theta$ will not be efficient as the search space has $|U_{c, c, c}|^{|U_c|} \approx 10^{17}$ states.

According to the algorithm given in [11], we will first construct the undirected graph $F = (U, E(w(0)))$ defined in the last section. Then we will run the algorithm that performs a
breadth-first search on each connected component of $F$ while attempting to construct a collusion path of the form given in Theorem 1. The algorithm will return a collusion path if and only if the collusion problem has a solution; otherwise it returns NIL.

From Table I, $F$ is as shown in Fig. 1. Two nodes are connected if and only if one has received a message from the other in the protocol phase. $F$ is a connected graph; moreover, since $C \in w_B$, and $g \in w_S$, $\Delta(\cup_{a \in F} w_a(0), \emptyset) \geq T = \{C, g\}$. Hence, according to Theorem 1, the collusion problem has a solution.

Application of the algorithm in [11] yields a collusion path defined by the graph shown in Fig. 2. The labels on the edges specify the order in which these transitions are carried out. Hence, the collusion path in $\Theta$ that corresponds to the given graph is

$$(B_c, cx_1)(cx_1, cx_2)(cx_2, B_p)(B_p, cx_4)(cx_4, cx_3)(cx_3, B_s)(B_s, S).$$

In exploring a connected component of $F$, the collusion path produced visits every node in the connected component. It is minimal (i.e., if any edge is removed, it ceases to be a collusion path), but not minimum. Fig. 3 shows a collusion graph that involves the minimum number of colluders. It is much shorter than the collusion path produced by the algorithm. It can be shown however that finding a shortest collusion path is NP-complete [8].

If we restrict the set $U_c$ of colluders to say, $\{B_c, B_p, B_s, cx_3, cx_4\}$, then no collusion path exists according to the theorem. The same is true if $B_p$ is excluded from the set of possible colluders even though $B_p$ knows neither $C$ nor $g$. This is because excluding $B_p$ breaks $F$ into two separate connected components, neither knows the entire $T$.

V. CONCLUSION

We have presented a way to implement anonymous credit cards with simple building blocks that use networks to separate information in order to protect personal privacy. We have shown how to formally analyze the collusion property of the protocol. The analysis shows, for example, that in order to associate the purchase with the identity of the customer, the anonymous bank and both intermediaries that are involved in the purchase and in billing must collude even though none of them knows the customer’s identity or purchase.
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