
Autonomous Energy Grid 
optimization

Steven Low

NREL, September 2017



Risk: active DERs introduce rapid random

fluctuations in supply, demand, power quality

increasing risk of blackouts

Opportunity: active DERs enables realtime

dynamic network-wide feedback control,

improving robustness, security, efficiency

Caltech research: distributed control of networked DERs  

• Foundational  theory, practical algorithms, concrete 

    applications

• Integrate engineering and economics

• Active collaboration with industry



Autonomous energy grid

Computational challenge

◼ nonlinear models, nonconvex optimization

Scalability challenge

◼ billions of intelligent DERs

Increased volatility

◼ in supply, demand, voltage, frequency

Limited sensing and control

◼ design of/constraint from cyber topology

Incomplete or unreliable data

◼ local state estimation & system identification

Data-driven modeling and control

◼ real-time at scale

many other important problems, inc. economic, regulatory, social, ...
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a sample of our work for illustration



Outline

Relaxations of AC OPF
◼ Dealing with nonconvexity

Distributed AC OPF
◼ Dealing with scalability

Realtime AC OPF
◼ Dealing with volatility

Optimal placement
◼ Dealing with limited sensing/control



Relaxations of AC OPF
dealing with nonconvexity

Low, Convex relaxation of OPF, 2014

http://netlab.caltech.edu

Bose (UIUC) Chandy Farivar (Google) Gan (FB) Lavaei (UCB)

many others at & outside Caltech …

Li (Harvard)



Optimal power flow (OPF)

Computational challenge

◼ OPF underlies numerous power system applications but 
is nonconvex (and NP-hard)

Scalability challenge

◼ Future smart grid will have billions of intelligent 
distributed energy resources (DERs)

Our approach

◼ Computation: developed relaxation theory that exploits 
hidden convexity structure

◼ Scalability: developed distributed algorithms 
implementable by DERs based on relaxation



Optimal power flow (OPF) 

min generation cost, network loss

generation limits

voltage constraints

s j =  tr Yj
HVV H( )          for node  jpower flow equations:

•  describes network topology and impedances

•        is net power injection (generation) at node j

• “power balance at each node j” (Kirchhoff’s law)

Yj
H

s j

min
VÎC

n
   tr CVV H( )

s. t.     s j £  tr Yj
HVV H( )  £ s j

          v j £  Vj
2

 £ v j

C,  Yj ÎCn´n,   s j, sj ÎC,  v j,v j ÎR



Optimal power flow (OPF)

min
VÎC

n
   tr CVV H( )

s. t.     s j £  tr Yj
HVV H( )  £ s j

          v j £  Vj
2

 £ v j

min generation cost, network loss

generation limits

voltage constraints

nonconvex feasible set

•  not Hermitian (nor positive semidefinite)

•        is positive semidefinite (and Hermitian)

nonconvex QCQP

Yj
H

C

Multiple solutions

11/66

[Ian Hiskens]



min            tr CW

subject to   s j £ tr Yj
HW( ) £ s j         v j £Wjj £ v j

                  W ³ 0,   rank W =1

Equivalent problem: 

Equivalent feasible sets

convex in W

except this constraint

quadratic in V

linear in W 

min            tr CVV H

subject to   s j £  tr Yj
HVV H( )  £  s j      v j £  |Vj |2  £  v j

V



Solution strategy

relaxation:    min
x̂ÎX+

 f x̂( )

OPF:            min
xÎX

 f x( )

If optimal solution      satisfies easily checkable conditions, 

then optimal solution      of OPF can be recovered  
x̂*

x*



Equivalent relaxations

W
+ WG

+

V W WG

For radial networks: always solve SOCP !

Theorem

◼ Radial G: SOCP is equivalent to SDP (          )

◼ Mesh G: SOCP is strictly coarser than SDP

VÍW+ @WG

+



Exact relaxation

For radial networks, sufficient conditions on

◼ power injections bounds, or 

◼ voltage upper bounds, or

◼ phase angle bounds



Exact relaxation

For radial networks, sufficient conditions on

◼ power injections bounds, or 

◼ voltage upper bounds, or

◼ phase angle bounds



Exact relaxation

graph of QCQP

G C,Ck( )   has edge (i, j)   Û

Cij ¹ 0  or  Ck[ ]
ij
¹ 0  for some k     

QCQP

QCQP over tree

G C,Ck( )   is a tree

C,Ck( )

min          tr CxxH( )
over         x ÎCn

s.t.            tr Ckxx
H( )  £   bk         k Î K     



Exact relaxation

min          tr CxxH( )
over         x ÎCn

s.t.            tr Ckxx
H( )  £   bk         k Î K     

Key condition

i ~ j :   Cij, Ck[ ]
ij
,  "k( )  lie on half-plane through 0

QCQP C,Ck( )

Theorem

       SOCP relaxation is exact for 

 QCQP over tree 

Re

Im

Bose et al 2012, 2014

Sojoudi, Lavaei 2013



Implication on OPF

Not both lower & upper bounds on real & reactive powers at both ends 

of a line can be finite 



Example
25

(a) (b)

Fig.4:Projections of feasible regions on p1 − p2 space for 3-bus system in (3).
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Fig.5:Zoom ed in Pareto fronts of the 3-bus case in p1 − p2 space.

B. IEEE benchm ark system s

For IEEE benchm ark system s [35],[42],w e solve R 1,R 2 and R ch in M ATLA B using C V X

[43] w ith the solver SeD uM i [44]. The objective values and running tim es are presented in

Table II.A s in Theorem 1,the problem s R 1 and R ch have the sam e objective function value,

i.e., r⇤1 = r
⇤
ch. H ow ever, the optim al objective value of R 2 is low er, i.e., r

⇤
2 < r

⇤
1. For IEEE

benchm ark system s,note that R 1 and R ch are exact [14]–[16],w hile R 2 is not.A s evidenced

by the running tim es in Table II, R ch is m uch faster than R 1. The chordal extension of the

M ay 31,2013 D R A FT

power flow

solution X

SDP Y

SOCP Y

Real Power Reactive Power

• Relaxation is exact if X and Y have same 
Pareto front

• SOCP is faster but coarser than SDP

Bose, Low, Teeraratkul, Hassibi TAC 2015



Fig.1: J (X k ) vs # of Iterations (B isection M ethod) (a) 3-B us Exam ple (b) 5-B us Exam ple,(c) M odified IEEE 14 B us Exam ple (14B )

optim alpoint(C olum n 3)typically in a sm allnum berofiter-
ations (C olum n 4).Thus the optim alcostforthe sem idefinite
relaxation,J ◦ ,is in factequalto the optim alcostofthe O PF
problem .M oreover,the rank-one solution returned from the
linearization-m inim ization algorithm can be used to construct
an optim alsolution forthe non-convex O PF problem .These
results verify thatprim al/dualsolvers w illfailto return rank-
one optim al solutions for the naive sem idefinite relaxation
even w hen such solutions exist(c.f.Theorem 2.1).The values
of J in the last colum n denote the upper bound on the
optim al cost of the O PF problem given by the non-convex
solver M ATPO W ER [3]. The last result in Table III is of
particular interest. This exam ple is a m odified IEEE 14
B us system (14A ) for w hich the linearization-m inim ization
algorithm yields a rank-one globally optim al solution w ith
a cost 12.4% low er than the sub-optim al solution obtained
w ith M ATPO W ER .This exam ple w as constructed from the
standard IEEE 14 B us test case [22] by tightening a subset
ofthe line capacity constraints.A precise description can be
found in [23].

TA B L E III: Pow er system exam ples w ith hidden rank-one opti-
m al solutions. Precise system s descriptions can be
obtained from (9 bus [24]), (30 bus [25]) (118 bus
[22]),(14A bus [23]).

Syst. rank(X 0) rank(X 0) Iter. J ◦ J

9 8 1 3 5296.7 5296.7

30 9 1 3 576.9 576.9

118 236 1 100 129661 129661

14A 26 1 3 8092.8 9093.8

B. Alternating-Bisection M ethod

For certain problem s, the linearization-m inim ization al-
gorithm fails to uncover a rank-one point in F –i.e.
rank(X 0) > 1. In such cases, one of tw o scenarios could
be at play. Either the optim al face F of the sem idefinite
relaxation does not possess a rank-one m atrix or the rank
m inim ization heuristic m ay sim ply failin recovering a rank-
one points in F w hen they do in fact exist. Table IV
provides three representative exam ples of such cases. For
each exam ple, the rank m inim ization heuristic is able to
find a low er rank m atrix (on F ) than that achieved by the

naive sem idefinite relaxation. H ow ever, the iteration does
notconverge to a rank-one solution.In each case there is a
non-zero gap betw een the costachieved for the sem idefinite
relaxation, J ◦ ,and the M ATPO W ER upper bound obtained
for the original O PF problem ,J .

The alternating bisection-m inim ization m ethod is applied to
the cases in Table IV .Figure 1 depicts the costofa feasible
pointproduced atevery step ofthe bisection forthe exam ples
considered in Table IV .The red diam onds denote the iterates
achieving rank-one feasible points, w hile the black circles
denote iterates corresponding to high rank feasible points.
W e observe in Figure 1, that in the case of the three and
five bus exam ples, the m inim um cost obtained by a rank-
one feasible point through bisection coincides w ith the cost
produced by M ATPO W ER . This m ay lead one to believe
that the optim al face F of the sem idefinite relaxation m ay
not adm it a rank-one feasible point. O n the other hand,for
the m odified IEEE 14 B us exam ple (14B ), the proposed
bisection-m inim ization heuristic obtains a rank-one feasible
point that yields a substantially low er cost than the upper
bound J obtained from M ATPO W ER . M ore precisely, the
m inim um cost rank-one point derived from the alternating
bisection-m inim ization m ethod is w ithin 0.1266% of the
relaxed low er bound J ◦ , as com pared to 4.8326% for the
M ATPO W ER solution.W e refer the reader to R em ark 6 for
a discussion on the role of m ild constraint relaxations in
deriving nearly optim al rank-one solutions.

To sum m arize, w e observe that in m any cases the iterative
linearization-m inim ization algorithm successfully uncovers a
hidden rank-one point that is also globally optim al for the
original O PF problem . If the rank m inim ization algorithm
fails to uncovera rank-one optim alpoint,then the alternating
bisection-m inim ization m ethod can be applied. In this case,
a rank-one feasible solution is obtained that yields a cost
thatis no greater than thatachieved by M ATPO W ER –and
for certain system s,achieves a substantially low er costthan
M ATPO W ER .

V. C O N C L U SIO N A N D FU T U R E D IR E C T IO N S

This paper considered the non-convex O ptim al Pow er Flow
(O PF) problem and the corresponding sem idefinite relax-
ation. For certain pow er system s and cost structures, the
naive sem idefinite relaxation m ay fail to yield low rank

SDP 
cost 

MATPOWER 
cost 

IEEE test 

systems

12.4% lower cost than solution from 
nonlinear solver MATPOWER

Potential benefits

[Louca, Seiler, Bitar 2013]



Potential benefits

Our research

◼ Computation: developed relaxation theory that exploits 
hidden convexity structure

◼ Scalability: developed distributed algorithms 
implementable by DERs based on relaxation theory

◼ Benefits: captures values to both utility and users

optimizedbaseline

peak load reduction: 8%

energy cost reduction: 4%



Challenges

Challenges for practical application

◼ Relaxation may not be exact

 Practical application demands a feasible solution

 No known sufficient condition for exact relaxation 
for general mesh (transmission) networks

◼ Semidefinite relaxation (as is) is not scalable



Distributed AC OPF
for scalability

Peng (Google)

Gan & L, PSCC 2014

Peng & L, TSG 2017

Gan (FB)



Summary: 3 ideas

1. Solve semidefinite relaxation using branch-
flow model (BFM)

◼ BFM much more numerically stable

◼ assume relaxation is exact (radial nk)

2. Decouple into operations at each bus

◼ introduce decoupling variables and consensus 
constraints

◼ message passing between neighboring buses

3. Apply ADMM

◼ derive closed-form solution or 6x6 eigenvalue 
problem for each ADMM subproblem

◼ greatly speeds up each ADMM iteration 



Summary: simulations

BFM is much more numerically stable

SDP relaxations are exact (wye loads)

numerically

unstable

numerically 

stable

[Gan & Low 2014 PSCC]



Summary: comparison (single phase)

Network
size N

Total 
Time S

Avg time
( = S/N ) 

Centralized
(CPU)

Centralized
(elapsed)

IEEE 123 
buses

39.5 sec 0.32 sec 1.18 sec 11.4 sec

Rossi 2,065 1,153 0.56 14.38 157.3

1,313 471 0.36 8.88 91.2

792 226 0.29 5.13 50.3

363 66 0.18 3.08 24.5

108 16 0.14 0.78 6.5

footnote: “Centralized” times reported by CVS in Matlab
◼ Solving SOCP using CVX (not ADMM)
◼ “CPU” time excludes problem set up before calling convex solver
◼ “elapsed” time includes setup time in CVX

 Parallel implementation of our distributed algorithm 
is much faster than solving OPF centrally



Summary: simulations

Network (unbalanced)

◼ IEEE 13, 34, 37, 123 bus systems

Objective

◼ loss minimization

Convergence time (computation only)

Network Diameter Iterations Total Time Avg Time

13 Bus 6 289 17.11 1.32

34 Bus 20 547 78.34 2.30

37 Bus 16 440 75.67 2.05

123 Bus 30 608 306.3 2.49



Details: 3 ideas

1. Solve semidefinite relaxation using branch-
flow model (BFM)

◼ BFM much more numerically stable

◼ assume relaxation is exact (radial nk)

2. Decouple into operations at each bus

◼ introduce decoupling variables and consensus 
constraints

◼ message passing between neighboring buses

3. Apply ADMM

◼ derive closed-form solution or 6x6 eigenvalue 
problem for each ADMM subproblem

◼ greatly speeds up each ADMM iteration 



DistFlow model (Baran & Wu 1989)

min
x

 f (x)   subject to   DistFlow equations

                                    operation constraints  g(x) £ 0

OPF

nonconvex !

SOCP relaxation (Farivar & Low 2013)

• Equivalent re-formulation of DistFlow equations (linear + quadratic term)

• SOCP relaxation is often exact, yielding global optimal

• Much more numerically stable than bus injection model

BFM and relaxations



DistFlow model (Baran & Wu 1989)

BFM and relaxations

But DistFlow model is single-phase !

How to generalize to 3-phase unbalanced system?
• Preserve simple analytical structure of 1-phase model

• Preserve superior numerical stability of 1-phase model



DistFlow model

for 1-phase

equivalent

re-formulation
SOCP

relaxation

generalization

to 3-phase

SDP

relaxation

Dall’Anese et al 2013 TSG
Gan & Low 2014 PSCC (above approach)

radial, multiphase, wye  +  delta

Multiphase generalization

Zhao et al 2017 IREP

distributed

solution

distributed

solution

Peng & Low 2017 TSG
Peng & Low 2015 CDC



3phase model

3-phase balanced
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Auxiliary variables:

Ohm’s law:

Power balance:

 vi   Sij

Sij
H   ℓ ij

é

ë
ê
ê

ù

û
ú
ú
³ 0,   rank 

 vi   Sij

Sij
H   ℓ ij

é

ë
ê
ê

ù

û
ú
ú
=1

BFM: 3phase (wye)

vi =ViVi
H      ℓ ij = IijIij

H

Sij =ViIij
H

3x3 rank-1 matrices



Auxiliary variables:

Ohm’s law:

Power balance:

 vi   Sij

Sij
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 vi   Sij

Sij
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ú
=1 6x6 matrix

3x3 matrices

3-vectors (a,b,c)

BFM: 3phase (wye)



Auxiliary variables:

Ohm’s law:

Power balance:

 vi   Sij

Sij
H   ℓ ij
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³ 0,   rank 

 vi   Sij

Sij
H   ℓ ij

é

ë
ê
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ù

û
ú
ú
=1

BFM: 3phase (wye)

equivalent to

DistFlow

equations

if single-phase



OPF (3phase, wye)

branch 
flow 

model

non-convex



SDP relaxation (3phase, wye)

branch 
flow 

model

6x6: semidefinite 

constraint
Gan, Low 2014 PSCC



Partition & decouple

y ji : decoupling vars

power balance & voltage eqtns

PSD & injection constraints

voltage magnitude constraints

consensus constraints

(coupling across i)



: Lagrangian multiplier for coupling constraint

augmented Lagrangian:

ADMM update at each iteration k

ADMM

Lr (x, y,l) := f (x)+ g(y)+ lT (x- y)+
r

2
(x - y)HL(x- y)

reduce min to

• QP: closed-form soln

• SDP: 6x6 eigenvalue 

     problems 

[Peng & L, 2016]



ADMM

Greatly speeds up each ADMM iteration

◼ much faster than standard iterative solution 
for each ADMM subproblem

per-bus
computation time

x-update z-update

Our algorithm 1.7 x 10-4 sec 5.1 x 10-4 sec

CVX 2 x 10-1  sec 3 x 10-1  sec

speedup 1,176x 588x

per-bus computation time : time to solve 1 sample ADMM iteration for Rossi circuit 

with 2,065 buses, divided by 2,065, for both algorithms (single-phase)



Challenges

Challenges for practical application
◼ ADMM too slow for high precision solution

◼ Relaxation (feasible power flow)

 Wye loads: empirically exact but no proof

 Delta loads: empirically inexact

◼ Offline (distributed) algorithm
 Intermediate iterates are not feasible and cannot be 

applied to network



Dvijotham (DeepMind)

Realtime AC OPF
for tracking

Gan (FB) Tang (Caltech)

Gan & L, JSAC 2016

Tang et al, TSG 2017

See also: Dall’Anese et al, Bernstein et al, 

Hug & Dorfler et al, Callaway et al



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limitscontrollable 

devices

uncontrollable

state



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limits



OPF

power flow equations

min    c0 (y)+ c(x)

over   x,  y

s. t.    F(x, y) = 0

         y £ y

         x Î X  := x £ x £ x{ }

operational constraints

capacity limits

Assume:  
¶F

¶y
¹ 0        Þ       y(x)   over  X



Static OPF

x(t +1)  =  x(t)-h
¶f

¶x
(t)

é

ë
ê

ù

û
ú
X

y(t)       =   y(x(t))

gradient projection algorithm:

active control

law of physics

min      f (x, y(x);  m)

over     x Î X

[Gan & Low, JSAC 2016]



Online (feedback) perspective

Network:  power flow solver

    y(t) : F(x(t),  y(t)) = 0

DER : gradient update

x(t+1) = G(x(t),  y(t))

control

x(t)

measurement,

communication

y(t)

physical 

network

cyber 

network

• Explicitly exploits network as power flow solver

• Naturally tracks changing network conditions



Drifting OPF

min
x

   c0(y(x))+ c(x)

s. t.    y(x) £ y

         x Î X

min
x

   c0(y(x),g t )+ c(x,g t )

s. t.    y(x,g t ) £ y

         x Î X

drifting 

OPF

static

OPF



Drifting OPF

min      ft (x, y(x);  mt )

over     x Î Xt

x(t +1)  =  x(t) -  h H(t)( )
-1 ¶ft

¶x
(x(t))

é

ë
ê

ù

û
ú
Xt

y(t)       =   y(x(t))

active control

law of physics

Quasi-Newton algorithm:

[Tang, Dj & Low, 2017]



Tracking performance

Theorem

error :=      
1

T
xonline(t)- x*(t)

t=1

T

å

error  £   
lM
lm

×
e

1-e
×

1

T
x*(t)- x*(t -1) + Dt( )

t=1

T

å

avg rate of drifting

control error



Tracking performance

Theorem

error :=      
1

T
xonline(t)- x*(t)

t=1

T

å

error  £   
e

lM / lm -e
×

1

T
x*(t)- x*(t -1) + Dt( )

t=1

T

å +d

avg rate of drifting

• of optimal solution

• of feasible injections



Tracking performance

Theorem

error :=      
1

T
xonline(t)- x*(t)

t=1

T

å

error  £   
e

lM / lm -e
×

1

T
x*(t)- x*(t -1) + Dt( )

t=1

T

å +d

error in Hessian approx



Tracking performance

Theorem

error :=      
1

T
xonline(t)- x*(t)

t=1

T

å

error  £   
e

lM / lm -e
×

1

T
x*(t)- x*(t -1) + Dt( )

t=1

T

å +d

“condition number” 

of Hessian



Tracking performance

Theorem

error :=      
1

T
xonline(t)- x*(t)

t=1

T

å

error  £   
e

lM / lm -e
×

1

T
x*(t)- x*(t -1) + Dt( )

t=1

T

å +d

“initial distance” from x
*(t)



Implementation

Implement L-BFGS-B
◼ More scalable

◼ Handles (box) constraints X

Simulations
◼ IEEE 300 bus



Tracking performance

IEEE 300 bus



Tracking performance

IEEE 300 bus



Challenges

Challenges for practical application

◼ Distributed implementation

◼ Tracking with lower update speed

◼ Not all buses have sensors/controllers



Optimal placement 
dealing with limited sensing/control

Guo (Caltech)

Guo & Low CDC 2017



Summary

Characterization of controllability and 
observability

◼ of swing dynamics

◼ in terms spectrum of graph Laplacian 
matrix

Implications on optimal placement of 
controllable DERs and sensors

◼ set covering problem



Network model

Pi
m

i

j

Pij

di + d̂iswing dynamics:

controllable DER

frequency sensor

weighted Laplacian matrix



Algebraic coverage

spectral decomposition of L

eigenvectors of L

algebraic coverage of bus j

cov( j) := s  bsj ¹ 0{ }



Controllability

∪
jÎU

cov( j) = all buses{ }

Theorem

Swing dynamics is controllable if and only if

◼ L has a simple spectrum

◼ controllable DERs have full coverage

holds a.s.



Observability

∪
jÎS

cov( j) = all buses{ }

Theorem

Swing dynamics is observable if and only if

◼ L has a simple spectrum

◼ frequency sensors have full coverage

holds a.s.



Application

Optimal placement of DER & frequency 
sensors

◼ set covering problem

◼ always install sensors at buses with 
controllable DERs, and vice versa



Application

Fig.2. Line diagram of the IEEE 39-bus N ew England interconnection test
system .

C orollary V I.1. For the dynam ics (1), the set of optim al
placem ents ofcontrollable loads and the setofoptim alplace-
m ent ofsensors are the sam e.

This resulttells us that,in practice,w e should alw ays install
sensors to the buses w ith controllable loads,and vice versa.

B. Secondary frequency regulation w ith a single bus

W e now dem onstrate how our results can identify critical
buses for controllability by evaluating over the IEEE 39-bus
N ew England interconnection testsystem ,as show n in Fig.2.
There are 10 generators and 29 load nodes in the system ,and
in contrast to our linearized m odel for theoretical study, the
sim ulation adopts m ore realistic nonlinear dynam ics.

O ne can check that the L m atrix associated w ith this
netw ork has sim ple spectrum (w hich is as expected according
to Proposition IV.1) and that the bus 35 has full algebraic
coverage,i.e.allthe eigenvectors βs of L have nonzero entry
at position 35. Therefore Theorem III.4 im plies that even
if w e can only inject control at bus 35, the system is still
P-controllable. Thus w e should be able to drive the w hole
system back to the nom inal state after arbitrary disturbance.
In order to verify this, w e add a step increase of 1 pu to
the generation at bus 30, and com pare the system evolution
w ith or w ithout control at bus 35.In contrast to the standard
controlassociated w ith the controllability G ram ian,the control
w e adopthere utilizes only localfrequency deviation.D etails
about the control schem e design can be found in [24]. The
sim ulation results are show n in Fig.3.

A s one can see from the figure, despite the geograph-
ical distance betw een the disturbance and the controllable
node, the control schem e successfully drives the grid back
to nom inal state w ithin 5 seconds. In contrast, w hen no
control is posed, the bus frequencies still stabilize because
ofgovernordynam ics,butnotto the nom inalstate.M oreover,
the stabilization process takes considerably longer tim e.Such
difference dem onstrates thatw ith a single bus 35 chosen based
on our theory,frequency regulation over the grid can actually
be achieved.

(a) W ith control. (b) W ithoutcontrol.

Fig.3. C om parison of the system evolution w ith and w ithout controlatbus
35 after adding a step increase of 1 pu to the generation atbus 30.

V II. C O N C L U SIO N

In this w ork, w e develop full characterizations on the
im pact of lim ited controllable loads/sensors coverage over
the controllability/observability for the sw ing and pow er flow
dynam ics in frequency regulation.W e presenttw o applications
of our theoretical results: 1) an analytical application w hich
reduces the problem ofoptim alplacem entofcontrollable loads
and sensors to a setcover problem ; 2) an evaluation over the
IEEE 39-bus N ew England interconnection testsystem w here
secondary frequency control over the w hole netw ork can be
achieved by a single critical bus chosen based on our theory.
O ur results can be extended in several directions. First,

the linearized m odel (1) is usually accurate near the nom inal
operation point, but m ay incur noticeable error w hen the
system is far aw ay from the equilibrium . Such scenarios
m ay arise after a system failure. It is thus interesting to see
how our results can be generalized to nonlinear dynam ics.
Second, the control suggested by our result can be very
costly.Itis ofinterestto understand w hatthe cheapestcontrol
should be if w e already know the system is controllable, and
how the placem ent of controllable loads affects this optim al
cost. Third, in applications, w e usually only focus on the
controllability over a subset of transm ission lines that are
subject to congestion. W e should understand w hether w e can
refine the theory so that the results can be tailored for such
partial controllability.
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Summary

Relaxations of AC OPF
◼ Dealing with nonconvexity

Distributed AC OPF
◼ Dealing with scalability

Realtime AC OPF
◼ Dealing with volatility

Optimal placement
◼ Dealing with limited sensing/control
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